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1. Abstract

Development and Applications of Quantitative X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy is one of the most powerful surface analytical techniques capable to provide accurate qualitative, quantitative and, chemical state information on the outermost layers of solids (condensed materials). To enhance and extend the capabilities of the quantitative evaluation of photoelectron spectra, in the present work,

- a new surface contamination correction method was developed, where the correction factor is dynamic, being proportional to the concentration of the adventitious carbon, which allows the correction in wide range of contamination level;
- new quantification geometry models were developed to calculate the thickness of overlayers on spherical (powder) and cylindrical (fibrous) sample surfaces. Application of the common planar model to these surfaces leads to overestimated layer thickness values.

In order to perform the conventional and the sophisticated quantitative evaluation of photoelectron spectra conveniently, a complex program was written. XPS MultiQuant serves as a practical and universal tool for the surface scientist. The program can handle both the homogeneous quantification model to calculate surface chemical composition as well as the structured quantification models to calculate thickness of overlayers. Wide range of built-in methods and library of basic data are offered together with several independently controllable correction features providing accurate results.

Applications of quantitative X-ray photoelectron spectroscopy are described in details to emphasise the benefit of the complex evaluation. Examples of applications include chemically and heat-treated glass surface, multilayered Langmuir-Blodgett type films, surface coated inorganic powders and nanopowders synthesised in RF plasma.
## 2. Glossary

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>Auger Electron Spectroscopy</td>
</tr>
<tr>
<td>AL</td>
<td>Attenuation Length</td>
</tr>
<tr>
<td>ARXPS</td>
<td>Angle Resolved X-ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>ATH</td>
<td>Aluminium Trihydroxide</td>
</tr>
<tr>
<td>BE</td>
<td>Binding Energy</td>
</tr>
<tr>
<td>CAE</td>
<td>Constant Analyser Energy</td>
</tr>
<tr>
<td>CRR</td>
<td>Constant Retard Ratio</td>
</tr>
<tr>
<td>DOS</td>
<td>Disk Operating System</td>
</tr>
<tr>
<td>ED</td>
<td>Escape Depth</td>
</tr>
<tr>
<td>EELS</td>
<td>Electron Energy Loss Spectroscopy</td>
</tr>
<tr>
<td>EPES</td>
<td>Elastic Peak Electron Spectroscopy</td>
</tr>
<tr>
<td>ESCA</td>
<td>Electron Spectroscopy for Chemical Analysis or Applications</td>
</tr>
<tr>
<td>FAT</td>
<td>Fixed Analyser Transmission</td>
</tr>
<tr>
<td>FRR</td>
<td>Fixed Retard Ratio</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>G-1</td>
<td>Gries (formula)</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>ICP-AES</td>
<td>Inductively Coupled Plasma Atomic Emission Spectroscopy</td>
</tr>
<tr>
<td>ID</td>
<td>Information Depth</td>
</tr>
<tr>
<td>IMFP</td>
<td>Inelastic Mean Free Path</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared (spectroscopy)</td>
</tr>
<tr>
<td>ISS</td>
<td>Ion Scattering Spectroscopy</td>
</tr>
<tr>
<td>KE</td>
<td>Kinetic Energy</td>
</tr>
<tr>
<td>LB</td>
<td>Langmuir–Blodgett film</td>
</tr>
<tr>
<td>LEIS</td>
<td>Low Energy Ion Scattering</td>
</tr>
<tr>
<td>MH</td>
<td>Magnesium Hydroxide</td>
</tr>
<tr>
<td>ML</td>
<td>Monolayer</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscopy</td>
</tr>
<tr>
<td>SIMS</td>
<td>Secondary Ion Mass Spectroscopy</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>TPP-2M</td>
<td>Tanuma–Powell–Penn (formula)</td>
</tr>
<tr>
<td>UPS</td>
<td>Ultra-violet Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet (spectroscopy)</td>
</tr>
<tr>
<td>VAMAS</td>
<td>Versailles Project on Advanced Materials and Standards</td>
</tr>
<tr>
<td>XAES</td>
<td>X-ray excited Auger Electron Spectroscopy</td>
</tr>
<tr>
<td>XMQ</td>
<td>XPS MultiQuant (program)</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td>ZHS</td>
<td>Zinc Hydroxystannate</td>
</tr>
</tbody>
</table>
3. Introduction

The information on the upper atomic layers of solid materials is gaining ever-growing importance not only from scientific point of view but also for technical applications.

The influence of the environment on materials systems is transmitted by their surface. In the majority of cases, the service life of structural or functional materials, machines and constructions depends on or is defined by their surface properties. Numerous trivial examples clearly demonstrate the decisive role of the surface even for bulky structural materials because, in addition to load bearing, they are to resist other types of outside influence. Among those are thermal, corrosion and erosion resistance, low coefficient of friction, etc. The functional properties of the surface play exceptional role in heterogeneous catalysts, solid-state electronic devices and sensors.

X-ray Photoelectron Spectroscopy (XPS) is one of the most powerful surface analytical techniques capable to provide accurate qualitative elemental analysis (for all elements but hydrogen and helium), quantitative composition and, at the same time, determination of the chemical state (binding and oxidation) is also straightforward. The information is originated from the top ~10 nm surface layer (with the customary excitation energies). The applied soft X-ray excitation, in most of the cases, is not destructive for the surface. The achievable moderate lateral resolution (3–4 mm$^2$) of the earlier instruments was the only limitation in certain applications; nowadays the modern devices provide local analysis below to 1 µm lateral dimensions.

Determination of the chemical state of elements on the surface is of great theoretical and practical interest. The chemical shifts of the binding energy values of the core electron lines represent the most easily accessible and interpretable information on the changes in the chemical state. However, information on the chemical state together with the quantitative surface chemical composition enables one to get a deeper insight into chemical and physical (electronic) characteristics of the material surfaces studied. Simultaneous application of the quantification and the chemical state determination (chemical shift, peak decomposition, etc.) will enhance the reliability of the results and help creating consistent results for the surface of the investigated material system.
3.1. Basic Principles of X-Ray Photoelectron Spectroscopy

The X-ray Photoelectron Spectroscopy (XPS) was invented by Prof. Kai Siegbahn (Nobel laureate in 1981). ESCA (originally Electron Spectroscopy for Chemical Analysis (Siegbahn), later Electron Spectroscopy for Chemical Applications (IUPAC) [1]) is often used as synonym of XPS, although ESCA includes X-ray excited Auger-electron (XAES) and also ultra-violet radiation excited spectroscopy (UPS).

3.1.1. The Photo-Ionisation Process

The XPS is based on the photoelectric effect (discovered by Hertz in 1887) in which the interaction of an X-ray photon of sufficient energy with a solid resulted in the emission of an electron from its surface. The usually applied X-ray radiation (1–15 keV) is capable to induce electrons not only from the outer shells but also from core levels of all elements of the periodic table.

The energy balance of the process is described as follows:

\[ h\nu = E_i^F + E_k + \Phi_{sp} \]

(1)

where, \( E_k \) is the kinetic energy of the emitted electron, \( E_i^F \) is the ionisation energy related to the Fermi level and \( \Phi_{sp} \) is the work function of the spectrometer. \( E_i^F \) is called in the literature as binding energy (B.E. or BE), although it is known, that Equation (1) describes the energy of the ionisation process. Emission of an electron from a core level induces severe perturbation of the electron cloud around the atom, which relaxes to a lower ground-state energy than was the original orbital energy level in the un-ionised atom.

The ionisation process is illustrated in Fig. 1 (left). Here we consider an electric contact to exists between the conductive sample and the spectrometer allowing the Fermi level coupling equalizing between them. This is why the \( \Phi_{sp} \) (and not \( \Phi \) sample) is included in Equation (1). In the case of low conductivity or insulating samples, a positive charge (\( \Phi_{ch} \)) will build up on the sample due to the emission of electrons. Thus, the emitted electrons will have lower kinetic energy. This is taken into account in Equation (2), together with the introduction of binding energy (\( E_i \)) instead of \( E_i^F \).

\[ E_i \equiv E_i^F = h\nu - E_k - \Phi_{sp} - \Phi_{ch} \]

(2)

In order to identify correctly the spectral lines and to evaluate the chemical state by the energy shifts of the lines, it is necessary to determine their energy with ±0.1–0.2 eV accuracy. For this reason the linearity of the energy scale must be calibrated and the correction for the \( \Phi_{sp} \) and \( \Phi_{ch} \) components must be done with similar accuracy.
3.1.2. The Auger Process

When an electron \((E_{i(K)})\) is leaving an atom according to the scheme given in Fig. 1 (left), a highly energetic unstable state is created. The core hole is then filled by transition of an electron from an outer level of the atom \((E_{i(L)})\). The energy gained in this transition may be either transferred to another electron \((E_{i(L2,3)})\) as represented by the scheme in Fig. 1 (right) or may be converted to an X-ray photon. This latter electron is ejected with a kinetic energy \(E_{kA}\) according to the energy balance of Equation (3).

\[
E_{kA} = E_{i(K)} - \left( E_{i(L1)} + E_{i(L2,3)} \right) - \Phi_{sp} - \Phi_{ch}
\]

Such process was first observed by Pierre Auger in 1925, and after him, these ejected electrons are called Auger electrons. As seen, the \(E_{kA}\) depends only on the energy separations of the levels involved, but independent from the energy spent for the creation of the core hole. The Auger electrons recorded simultaneously with the X-ray excited electron peaks contain valuable additional information especially for the determination of the chemical state of the atoms involved.

The basic principles and practical applications of the XPS technique are described in more details in a series of early and recent monographs, e.g., [2-11].
3.2. Quantification of Photoelectron Spectra

The integrated intensity of a photoelectron line is proportional to the density of atoms of the measured sample. Historically in the past only the simplest, and recently more sophisticated evaluation methods are being used. The latter provide data with enhanced accuracy.

3.2.1. Homogeneous Samples

When the chemical composition of the surface is required, usually the “infinitely thick homogeneous sample” model is used.

The intensity of the photoelectron line excited from the infinitesimally thin layer of an infinitely thick homogeneous sample is described by Equation (4):

\[ I = \Phi \sigma N k \exp(-x/\lambda \cos \theta) \]  

where \( I \) is the intensity, \( \Phi \) is the X-ray flux, \( \sigma \) is the photoionisation cross section of the given line, \( N \) is the number of atoms per unit volume, \( k \) is a factor characteristic to the instrument performance, \( \lambda \) is the inelastic mean free path (IMFP), \( \theta \) is the angle between the escaping electrons and the surface normal and \( x \) is the distance from the sample surface [3,11].

The exponential character of this expression reflects the decrease of contribution in depth to the integral intensity, i.e., the lower probability of escaping electrons ionised in deeper layers. This is why even inhomogeneities in the atomic scale of the topmost surface layers (which is a general case), will alter significantly the intensity.

![Figure 2. An electron emitted from the infinitesimally thin layer of an infinitely thick homogeneous sample.](image)

In case of homogeneous samples, integrating the above expression by \( x \) from 0 to infinity, the total intensity can be determined as:

\[ I^\infty = \Phi \sigma N k \lambda \cos \theta \]  

(5)
If the sample is covered with an overlayer of \( d \) thickness, e.g., surface contamination; Equation (4) must be integrated from 0 to \( d \) and from \( d \) to infinity to get the intensity from the surface layer (6) and the bulk (7):

\[
I^b = \Phi \sigma N k \lambda_s \cos \theta \left[ 1 - \exp\left(\frac{-d}{\lambda_s \cos \theta}\right) \right] \tag{6}
\]

\[
I^p = \Phi \sigma N k \lambda_b \cos \theta \exp\left(\frac{-d}{\lambda_s \cos \theta}\right) \tag{7}
\]

where \( \lambda_s \) and \( \lambda_b \) are the inelastic mean free path of the surface layer and the bulk, respectively. In the practice, instead of absolute intensity, intensity ratios are used thus the constant, i.e., energy independent parts of the equations \((\Phi k \cos \theta)\) can be neglected. The measured intensity should also be corrected by the transmission function of the analyser (and also detector sensitivity), by the differential photoionisation cross section (which accounts for electrons exited into every directions, i.e., \(4\pi \text{ sr solid angle}\)) and for the angle of detection.

Thus, the relative concentration of atom \( i \) in an infinitely thick homogeneous sample covered by surface contamination can be calculated from the total intensity by the following equations:

\[
N_i = \frac{I_i}{F_i} \tag{8}
\]

\[
F_i = \sigma_i \cdot L(\phi, \beta_i) \cdot \lambda_i \cdot T_i \cdot \exp\left(-\frac{c_i}{\lambda_i}\right) \tag{9}
\]

where \( I_i \) is the measured integral intensity of the line of element \( i \) and \( F_i \) is the relative sensitivity factor which consist of the following terms: \( \sigma_i \) is the relative subshell photoionisation cross section (function of photoelectron transition), \( L(\phi, \beta_i) \) is the angular correction factor (function of the asymmetry parameter, \( \beta \) and the angle between the incident X-ray and the analyser, \( \phi \)), \( \lambda_i \) is the IMFP (function of the material and kinetic energy), \( T_i \) the transmission correction (function of the kinetic energy) and \( c \) is the correction for surface contamination (proportional to the layer thickness).

The described quantification gives relative concentrations thus the results should be normalised to atomic percent or atomic ratio, by one of the formulae given below.

\[
R^a_i = \frac{N_i}{\sum_j N_j} \times 100 \quad \text{(atomic %)} \tag{10}
\]

where \( N_i \) is the relative concentration of element \( i \) (from Equation (8)) and \( R_i \) is the normalised relative concentration. The \( j \) index is varied from 1 to the number of elements.

\[
R^a_i = \frac{N_i}{N_b} \cdot n_b \quad \text{(atomic ratio)} \tag{11}
\]

where \( N_b \) is the relative concentration and \( n_b \) is the number of atoms of a selected ‘base’ element. This mode supplies the coefficients of the stoichiometric formula.
3.2.2. Planar Samples Covered by Overlayers

Flat samples with overlayers on the top surface occur frequently in the practice. Examples may include microelectronic devices, surface modified machine parts, sensors, etc.

When the surface of the sample is covered by one or more thin overlayers (the whole structure should be thinner than the information depth of the XPS measurement) and the compositions (stoichiometry) of these layers are known, the thickness of the layers can be calculated from the photoelectron intensity.

![Figure 3](image-url)

**Figure 3.** Electrons emitted from an infinitely thick planar sample covered with two thin overlayers.

The photoelectron intensity emitted from a flat, infinitely thick sample, covered with overlayers of $d_1$, $d_2$, ... thickness, can be calculated by equations similar to (4)-(7).

For example, intensity of elements $i$, $j$ and $k$ from a flat bulk sample ($B$) covered by two overlayers ($S_1$ and $S_2$) are expressed by:

$$I_{i}^{\text{S}_1} = \int_{0}^{d_1} N_i \exp\left(-\frac{x}{\lambda_i^{\text{S}_1}} \cos \theta \right) dx = \frac{N_i \lambda_i^{\text{S}_1} \cos \theta}{\lambda_i^{\text{S}_1}} \left[ 1 - \exp\left(-\frac{d_1}{\lambda_i^{\text{S}_1}} \cos \theta \right) \right]$$  \hspace{1cm} (12)

$$I_{j}^{\text{S}_2} = \int_{d_1}^{d_1+d_2} N_j \exp\left(-\frac{x}{\lambda_j^{\text{S}_2}} \cos \theta \right) dx = \frac{N_j \lambda_j^{\text{S}_2} \cos \theta}{\lambda_j^{\text{S}_2}} \exp\left(-\frac{d_1}{\lambda_j^{\text{S}_2}} \cos \theta \right) \left[ 1 - \exp\left(-\frac{d_2}{\lambda_j^{\text{S}_2}} \cos \theta \right) \right]$$  \hspace{1cm} (13)

$$I_{i}^{\text{B}} = \int_{d_1}^{\infty} N_i \exp\left(-\frac{x}{\lambda_i^{\text{B}}} \cos \theta \right) dx = \frac{N_i \lambda_i^{\text{B}} \cos \theta}{\lambda_i^{\text{B}}} \exp\left(-\frac{d_1}{\lambda_i^{\text{B}}} \cos \theta \right) \exp\left(-\frac{d_2}{\lambda_i^{\text{S}_2}} \cos \theta \right)$$  \hspace{1cm} (14)
where $I$ is the photoelectron intensity, $N$ is the number of atoms per unit volume, $\lambda$ is the inelastic mean free path, $d$ is the layer thickness and $\theta$ is the detection angle. The $S_i$, $S_j$ and $B$ indexes denote the surface layers and the bulk, respectively; while $i$, $j$, $k$ refer to chemical elements, selected independently for each layer.

In the simplest cases, the layer thickness ($d$) can be expressed analytically from the above equations. When a metal surface is covered with a single and uniform layer of its native oxide, and the intensity of the photoelectron peaks of the metallic ($I_m$) and oxidic ($I_o$) chemical states of the metal can be resolved, the intensity ratio can be written as:

$$
\frac{I_m}{I_o} = \frac{N_m \lambda_m}{N_o \lambda_o} \cdot \frac{\exp(-d / \lambda_o \cos \theta)}{1 - \exp(-d / \lambda_o \cos \theta)}
$$

(15)

Solving the Equation (15) the layer thickness can be directly calculated [12,13]:

$$
d = \lambda_o \cos \theta \ln \left( \frac{N_m \lambda_m}{N_o \lambda_o} \cdot \frac{I_o}{I_m} + 1 \right)
$$

(16)

In other cases, Equations (12)-(14) should be solved numerically, usually by non-linear parameter fitting procedures.

### 3.3. Fundamental Parameters of Quantification

#### 3.3.1. Intensity Measurement

Prior the quantitative evaluation, proper determination of the intensity of the photoelectron lines is essential. In XPS either peak height or peak area may be taken as intensity. Peak heights are rarely used due to resolution variations, line shape changes, peak broadening by chemical state variations and statistical effects.

The generated photoelectrons of a characteristic peak will undergo different inelastic interactions with the electrons in the solid sample producing a continuous background at the lower kinetic energy side of each photoelectron line. In addition, due to the successive electronic excitations induced by the photoelectrons (secondary electrons), the intensity of the continuous background can be very high at the low kinetic energy part (usually below 100 eV) of the spectrum.

The area of a photoelectron peak can be determined after a suitable inelastic background subtraction. For some peaks it is easy to measure but with others shake-up, shake-off and multiplet splitting can lead to features appearing and extending over a wide energy range, so the measurement of the peak area involves some decision about the precise background to use [4]. The choice may be of a simple linear background, an integral or Shirley background [14], or a Tougaard background [15].

The linear, straight-line method is simple thus it is popular; but it gives correct result only when little change in background occurs, i.e., the change in the background intensity is not very large.

An alternative to this method is that of Shirley [14] in which the background intensity at a point is determined by an iterative analysis, to be proportional to the intensity of the total peak area above the background towards higher binding energy. This background
gives adequate accuracy in cases where there is a stepwise change in background intensity on the high binding energy side of the peak, but the background shape is nearly horizontal. It is often found that the background slopes behind the peak, in which case the Shirley expression is not satisfactory.

The method of Tougaard [15] extracts the ‘true’ electron spectrum (the primary excitation function, $F(E)$) from the measured spectrum $j(E)$, after correcting for instrumental effects, taking into account inelastic electron scattering in a realistic manner. An important outcome of application of this type of background is that the necessary spectral region extends to ~50 eV towards the high binding energy side of the peak, which contains significant contribution from primary electrons. This intensity is not included in the linear or Shirley background methods, which consequently underestimates the true intensity.

Thus, the linear background is simple but physically not justified. The Tougaard background is physically realistic but it requires a rather large range on the lower kinetic energy side of the peak and may not work very well in practice with complex specimens containing many elements. The Shirley background is widely used, although it is neither physically totally correct nor particularly simple [11].

3.3.2. Relative Sensitivity Factors

When the quantitative composition of a sample is calculated by Equation (8) using the integral intensity, the relative sensitivity factors are applied. These factors can be established either experimentally or theoretically, calculated from basic data by Equation (9).

The advantage of the experimental sensitivity factors is, that it contains the contribution of small features (shake-up satellites, loss peaks, etc.), which cannot be covered by theory. On the other hand, the experimental data may suffer from problems related to statistical uncertainties, the purity of material and the nature of any surface treatment, the effect of contamination, and sensitivity variation of different spectrometers. For these reasons, experimental sensitivity factors should not be applied directly unless instruments with identical characteristics are used; and the application of theoretical sensitivity factors has been popular.

Data sets of experimental sensitivity factors were published by several research groups (e.g., Jørgensen et al. [16,17], Castle et al. [18], Szajman et al. [19], Yabe et al. [20]) but the data sets correlating reasonable well with theoretical data [24] were presented by Wagner et al. [21] and by Nefedov et al. [22,23].

The data of Wagner et al. [21,3,4], relative to F1s = 1, were measured with Mg Kα and Al Kα excitation, fixed analyser transmission mode (FAT, CAE), at 84° analyser-excitation angle (and also with cylindrical mirror analyser). The published values are average for Mg and Al radiation; the strongest lines are insensitive to the excitation energy while the secondary lines should be corrected: the sensitivity factors are multiplied by 0.9 for Mg Kα and by 1.1 for Al Kα excitation.

The data of Nefedov et al. [22,23], relative to Na1s = 1, were recorded with Al Kα radiation, fixed analyser transmission mode (FAT, CAE).

Attempts were also made to apply sensitivity factors based on peak heights instead of peak areas [16,17,21] for simplicity. However, heights factors proved to be more
unreliable because of the variability of the line width due to multiple chemical states and differential charging.

3.3.3. Cross Sections

To calculate the relative sensitivity factors theoretically, knowledge of the relative differential subshell photoionisation cross sections is essential. These important parameters can be also obtained either experimentally or theoretically.

The data of Scofield [26] are theoretically calculated cross sections (using relativistic single-potential Hartree-Slater atomic model). The cross sections were calculated using transition matrix elements with the electrons in the initial and final state treated as moving in the Hartree-Slater potential. The potential was determined self consistently for the neutral-atom occupations of the subshells with the potential introduced by Slater [25] used to approximate the effect of exchange. The relativistic formulation of the calculation was used with the calculated binding energies applied for ionisation energies and the coefficients of the exchange potential given by Slater [25]. The total and subshell cross sections were presented relative to the calculated values for the ionisation of the 1s state of carbon of 22,000 barns at 1254.6 eV and 13,600 barns at 1486.6 eV.

The data of differential subshell photoionisation cross sections of Evans et al. [27], relative to F1s = 1, were derived from XPS peak intensity measurements on a wide range of compounds. The data covered selected elements from lithium to uranium. An interpolation procedure yielded the experimentally based relative cross sections (values agree with previous work to ± 12 % on average) for at least one reasonably intense core-level signal for every element between these limits. Data were measured with Mg Kα radiation, fixed retard ratio (FRR, CRR) analyser mode and at 90° analyser-excitation angle. Cross sections were calculated using \( \propto E^{1/2} \) for inelastic mean free path dependency and \( \propto E \) for transmission.

The angular dependency of Evans’ experimental cross section data was not eliminated. To correct it to the 4\( \pi \) sr solid angle before calculating sensitivity factors for angles other than 90°, Equation (17) must be applied,

\[
\sigma = \frac{1}{\sigma_E} \left( 1 + \frac{\beta}{4} \right)
\]

where \( \sigma \) is the total relative subshell photoionisation cross section, \( \sigma_E \) is Evans’ cross section and \( \beta \) is the asymmetry parameter.

Comparing the theoretical [26] and experimental values revealed a mean discrepancy of \( \approx 20 \% \), well in excess of the experimental error. Some of the errors may be due to experimental factors but a substantial part apparently results from approximations inherent in the theoretical treatment.

3.3.4. Anisotropy of Photoelectrons

The energy of a photoelectron line does not depend on the angle of detection of the electron but the relative intensity, however, does. To interpret the relative intensity in terms of photoionisation cross sections, knowledge of the angular distribution is necessary.
The angular distribution of photoelectrons ionised by unpolarised photons from the $nl$ subshell is given by Equation (18) [28].

$$
\frac{d\sigma_{nl}(E)}{d\Omega} = \frac{\sigma_{nl}(E)}{4\pi} \left[ 1 - \frac{\beta_{nl}(E)}{2} P_2(\cos \varphi) \right]
$$

where $E$ is the photoelectron energy, $\sigma_{nl}(E)$ is the photoionisation cross section of subshell $nl$, $\varphi$ is the angle between the photon and photoelectron direction, $P_2(x) = (3x^2 - 1)/2$ and $\beta_{nl}(E)$ is the asymmetry parameter. Equation (18) depends only upon the photoabsorption going via an electric dipole process, not upon the details of the wave function employed. The asymmetry parameter, however, does. $\beta_{nl}(E)$ can be calculated using Hartree-Slater [29] wave functions in a formulation given by Manson [30]. Calculations for Mg Kα and Al Kα excitations were done by Reilman et al. [31].

The asymmetry parameter is 2 for the $s$ subshells and varies from –1 to 2 for the others. The relative intensity of the photoelectron lines can be calculated using the angular correction factor calculated by Equation (19):

$$
L = \frac{1}{4\pi} \left[ 1 - \beta \left( \frac{3}{2} \cos^2 \varphi - \frac{1}{2} \right) \right]
$$

The tabulated values of the asymmetry parameters published in Reference [31] are widely accepted [24] and applied in XPS analysis.

The effect of elastic scattering can be taken into consideration by using a modified asymmetry parameter, as described in References [32,33].

### 3.3.5. Inelastic Mean Free Path

The probability that the photoelectrons leave the solid with their original energy is determined in part by inelastic scattering processes. A number of terms for describing the effects of inelastic electron scattering are encountered in the literature: the inelastic mean free path (IMFP), the escape depth (ED), the attenuation length (AL) and the information depth (ID) [34].

- The inelastic mean free path is the average distance that an electron with a given energy travels between successive inelastic collisions.
- The escape depth is the distance normal to the surface at which the probability of an electron escaping without significant energy loss due to inelastic scattering process dropped to $1/e$ (36.8 %) of its original value.
- The attenuation length, in general, describes reduction of intensity of any radiation with distances traversed in matter; depending on experimental geometry. This term should be used to refer to the reduction of intensity of parallel beams of particles or radiation. The AL can be applied at calculation of layer structures, when the elastic scattering is taken into account.
- The information depth is the distance, normal to the surface, from which a specified percentage of the detected electrons originates.

For determination of surface composition by XPS, application of the inelastic mean free path is recommended [34]. The IMFP values are one of the most important parameters
of the quantitative XPS calculations thus the data should be selected very carefully, using reliable sources.

The application of the IMFP values is slightly different for calculations of the homogeneous and the structured models. For the homogeneous model, when the relative composition of the sample is calculated, instead of the absolute IMFP values, numbers proportional to the IMFP can be used. Consequently, several straightforward approximations are available, like the simple exponential approach (function of kinetic energy with exponent being usually between 0.5 and 0.9) or the method of Jablonski [35], with pre-set exponents for three material classes (0.7283, 0.7234 and 0.7665 for elements, inorganic materials and polymers, respectively). Obviously, the actual IMFP values can also be used. Conversely, for the structured models, when the thickness of the overlayers is calculated, using of the actual IMFP values is essential.

3.3.5.1. Experimental Determination of IMFP

Overlayer-Film Method. In this case, a film is deposited in layers of increasing thickness on a substrate; and the peak intensities of Auger electron or photoelectron lines of the substrate and overlayer measured as a function of film thickness or emission angle. The IMFP values are readily determined from the measured dependency of the intensity ratios of the overlayer and the underlying infinitely thick bulk materials.

This method has affected by several principal problems. There are numerous sources of experimental uncertainty, like lack of film uniformity, the effects of surface excitations, the effects of interferences between so-called intrinsic excitations occurring during electron transport, atomic reconstructions at the surface and interface. Another problem is that elastic-electron scattering is neglected at the calculation and the electrons were considered to move straight-line trajectories from the point of emission to the surface. The effects of elastic scattering are particularly pronounced in XPS because the anisotropy of photoionisation [36]. Although the method is not favoured nowadays, measurements with a modified overlayer-film method are still published [37].

Elastic-Peak Electron Spectroscopy (EPES) Method. IMFP values can be determined from measurements of the intensity of electrons elastically backscattered from a given solid, at various energies, relative to the intensity of the incident beam. It is necessary, however, to make use of a model for describing elastic scattering of electrons into the acceptance angle of the electron energy analyser [36,38].

From an approximate analysis of elastic-electron backscattering, Gergely [39] found that the elastic-backscattered intensity was proportional to the IMFP. First determinations of IMFP from EPES spectra were performed using a simple model of elastic backscattering [40,41].

In the EPES experiment a standard sample with known IMFP and the unknown sample are measured at identical experimental conditions. The backscattered electron intensity from both samples is calculated, varying the IMFP. Comparing the calculated intensity ratio to the measured one, the IMFP can be determined. The major development in the theoretical description of elastic backscattering was the application of the Monte Carlo method to simulate the measurements. The Monte Carlo program constructs an electron trajectory in the solid. The trajectory is followed until either the electron leaves the solid or it becomes too long to contribute significantly to the backscattered intensity [41].
Measurement of IMFP by EPES has many advantages: it can be made with the spectrometers typically used for surface analysis; it is not necessary to prepare thin films; the method is non-destructive and can be applied locally. The formalism can be extended also to multicomponent solids. This is why the number of papers publishing IMFP data measured by EPES is increasing continuously (e.g., [42-47]).

3.3.5.2. Calculation of IMFP by Predictive Formulae

Beside the experimentally measured data, several methods for calculating IMFP values were published. They are partially based on the large number of published experimental data.

Seah and Dench [48] calculate the IMFP for the three material classes using Equations (20)-(22) for elements, inorganic materials and polymers, respectively.

\[
\lambda = \frac{538}{E^2} + 0.41 \cdot (aE)^{1/2} \quad \text{[monolayers]} \quad (20)
\]

\[
\lambda = \frac{2170}{E^2} + 0.72 \cdot (aE)^{1/2} \quad \text{[monolayers]} \quad (21)
\]

\[
\lambda = \frac{49}{E^2} + 0.11 \cdot E^{1/2} \quad \text{[mg·m}^{-2}\text{]} \quad (22)
\]

where \(E\) is the kinetic energy (eV) and \(a\) is the average monolayer thickness in nm calculated by Equation (23).

\[
a = \sqrt{\frac{M}{\rho \cdot 602}} \quad (23)
\]

where \(M\) is the mean molecular weight and \(\rho\) is the density in g·cm\(^{-3}\) unit. The numerical factor is derived from Avogadro’s constant.

Tanuma, Powell and Penn [49,50] proposed the following equations for calculating the IMFP as a function of electron kinetic energy and various material parameters. Equations (24)-(30) are collectively known as TPP-2M formula.

\[
\lambda = \frac{E}{E_p^2 \left[ \beta \ln \left( \frac{\gamma E}{E_p} \right) - \frac{C}{E} + \frac{D}{E^{1/2}} \right]} \quad (24)
\]

where \(E\) is the kinetic energy (eV), \(E_p\) is the free-electron plasmon energy (eV) and

\[
\beta = -0.10 + 0.944 \sqrt{\left( \frac{E_p^2}{E_p^2 + E_g^2} \right)^{1/2} + 0.069 \rho^{0.1}} \quad (25)
\]

\[
\gamma = 0.191 \rho^{-0.50} \quad (26)
\]

\[
C = 1.97 - 0.91 \ U \quad (27)
\]

\[
D = 53.4 - 20.8 \ U \quad (28)
\]

\[
U = N_p \rho / M = E_p^2 / 829.4 \quad (29)
\]
\[ E_p = 28.8 \left( N_v \rho / M \right)^{1/2} \] (30)

where \( \rho \) is the density (g·cm\(^{-3}\)), \( N_v \) is the number of the valence electrons per atom or molecule, \( M \) is the molecular weight, \( E_g \) is the bandgap energy (eV).

Gries [50,51] developed the following G-1 Equations (31)-(33) for the calculation of the IMFP:

\[
\lambda = 10k_1 \left( V_a / Z^* \right) E / ( \log E - k_2 )
\] (31)

where \( V_a \) is the atomic volume (cm\(^3\)·mol\(^{-1}\)), \( Z^* \) is a parameter found empirically equal to \( Z^{1/2} \), \( Z \) is the atomic number, \( k_1 \) and \( k_2 \) are parameters. The terms \( V_a \) and \( Z^* \) are generalised to apply for compounds, \( A_p B_q \ldots C_r \):

\[
Z^* = (pZ_A^{1/2} + qZ_B^{1/2} + \ldots + rZ_C^{1/2}) / (p + q + \ldots + r)
\] (32)

\[
V_a = (pM_A + qM_B + \ldots + rM_C) / (p + q + \ldots + r)
\] (33)

where \( p, q, \ldots r \) are the stoichiometric coefficients of elements \( A, B, \ldots C \), respectively, \( M \) is the atomic weight, \( \rho \) is the density (g·cm\(^{-3}\)). The values of the \( k \) parameters for the different material classes are listed in Table 1.

### Table 1. Coefficients of the G-1 equation [50,51].

<table>
<thead>
<tr>
<th>Material class</th>
<th>( k_1 )</th>
<th>( k_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elements</td>
<td>0.0020</td>
<td>1.30</td>
</tr>
<tr>
<td>3d (Ti–Cu)</td>
<td>0.0019</td>
<td>1.35</td>
</tr>
<tr>
<td>4d (Zr–Ag)</td>
<td>0.0019</td>
<td>1.45</td>
</tr>
<tr>
<td>5d (Hf–Au)</td>
<td>0.0014</td>
<td>1.10</td>
</tr>
<tr>
<td>other (and Y)</td>
<td>0.0018</td>
<td>1.00</td>
</tr>
<tr>
<td>Inorganic compounds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic compounds</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The uncertainties of the IMFP values calculated by the two latter methods are discussed in Reference [50] and also in the references therein.

Varsányi [52] constructed a model to predict IMFP for the solid elements, where the inelastic collision have been treated as a reaction for which the theory of absolute reaction rates has been applied. The formula is shown by Equation (34):

\[
\lambda = K \exp(A/E) E^p
\] (34)

where \( K \) contains the excitation probability of electrons in solid, the molar concentration and parameters characterising the atomic size; \( A \) stands for the activation free energy of the inelastic collision, \( p \) is a parameter varying from 0.79 to 0.83 and \( E \) is the kinetic energy of the electron. The parameters were fitted to the IMFP data published by Tanuma et al. [53]. Values of \( K, A \) and \( p \) are tabulated for all solid elements in Reference [52].
3.4. Overview of XPS Software Packages

The following enumeration cannot be complete and gives no classification; its aim is only to present an overview of the quantification capabilities of some XPS related software.

3.4.1. Commercial XPS Data Processing Programs

The commercial systems from different spectrometer manufacturers (e.g., Kratos DS 300 [54], Kratos DS 800 [55], Kratos Vision [56], Kratos Vision 2 [57], VG VS5250 [58]) include the standard spectral processing capabilities, like charge shift correction, smoothing, background removal, peak fitting, etc.

Considering several systems, it can be concluded that the quantification software is usually the weakest part of them. Calculations are usually restricted to simple multiplication by a sensitivity factor (sometimes from unidentified sources) and normalisation to atomic percent.

3.4.2. Common Data Processing System

A spectral data processing system is being constructed under the VAMAS (Versailles Project on Advanced Materials and Standards) project since 1989. Common Data Processing System (ComPro) is designed to be a program to convert an original spectral data file structure to ISO 14975 and 14976 formats, to assess the data processing procedures proposed by scientists, to calibrate energy and intensity scales, to check a spectrum, and to build both spectra and correction factor database. In this system, the spectral data acquired on different instruments or computers can be compared with one another. All usual spectrum processing tools are available.

Surface composition can be calculated from peak height or peak area. The system has two built-in and also user definable sensitivity factor sets. Results can be presented as atomic %. It also has advanced calibration features for intensity scale (i.e., analyser transmission) [59].

3.4.3. Unifit

It is a complete spectral processing system, including the sensitivity factors of Wagner [21] and cross sections of Scofield [26]. Further sensitivity factor sets can be defined by the users. Results can be obtained in atomic percent [60,61]. A unique feature of the program is that the 2004 version provides detailed information on the uncertainties of the peak shape analysis [62].

3.4.4. XPS Multiline Analysis

This is a stand-alone program [63], running under DOS, to quantify XPS data, based on homogeneous model. Main features include built-in theoretical cross section set [26], corrections for analyser transmission (exponential or polynomial), correction for IMFP and optionally for elastic scattering, spectrometer geometry and excitation source energy (Mg Kα or Al Kα). Composition is computed using the intensity data of several lines of the same element (multiline approach). Results are presented in atom and mass fractions and can be demonstrated graphically. Although it is not a complete spectrum processing system, background removal (linear or Shirley types) and peak integration can also be performed by the program.
3.4.5. QUASES

This program family applies a unique approach; it is based on that the XPS peak shape depends on the surface structure of the solid on the nanometer depth scale. By analysis of the XPS peak shape, the quantitative composition of the surface region with nanometer depth resolution can be therefore readily determined. The method allows also studying the change in morphology of a surface nano-structure during surface treatment as, e.g., chemical reaction, annealing, etc.

The software has a menu driven graphical user interface, which allows the user to interactively perform the analysis of the spectrum by changing the choice of the surface structure. A graphical representation of the assumed in-depth composition profile as well as the resulting spectrum calculated for this profile are displayed simultaneously on the screen together with the measured spectrum.

The method gives results even when the structure of the surface is unknown, and when the intensity data supply insufficient information (e.g., single element islands on a single element substrate). This approach is exceptionally useful analysing thin film growth mechanisms, inter-diffusion depth profiles and surface nano-structures, etc. The major drawback of this program is that due to its complexity, the number of elements, used simultaneously in the calculation, is limited [64-66].

3.4.6. Spectral Data Processor

This is a complete spectrum processing system with all of the usual data handling features. A large database of spectra is included with the program.

The library of the program includes the theoretical cross sections of Scofield [26] (separately for Mg Kα and Al Kα excitations), relative sensitivity factors of Wagner [21] for Mg Kα, and the CRR4 sensitivity factor set of the VG spectrometers. Corrections can be made for instruments effects and kinetic energy effects. Results are presented as atomic % [67].

3.4.7. CasaXPS

CasaXPS (Computer Aided Surface Analysis for X-ray Photoelectron Spectroscopy) offers a compact, portable, efficient and user friendly processing system. Beside the widely applied spectrum processing procedures, the Principal Component Analysis and Target Factor Analysis are also available as an option. Spectra can be calibrated with respect to energy and intensity (transmission).

Relative sensitivity factors are included into the element library of the program. Results are presented in atomic % [68].

3.4.8. Comparison of Programs

Table 2 collates the most important capabilities of the enumerated programs. Most of them are general-purpose XPS spectral processing programs and can perform only basic quantification for homogeneous samples, except QUASES and XPS Multiline Analysis. Results can usually be expressed as atomic percent. The explicit application of correction factors for the described fundamental parameters (e.g., IMFP, transmission function, etc.) is limited (see also Table 4 on page 37).
Table 2. Comparison of the XPS software packages.

<table>
<thead>
<tr>
<th>Software</th>
<th>Main purpose</th>
<th>Quantification</th>
<th>Special features</th>
<th>Licence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturers’</td>
<td>data acquisition</td>
<td>homogeneous</td>
<td>instrument control</td>
<td>commercial</td>
</tr>
<tr>
<td>packages</td>
<td>spectral processing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ComPro</td>
<td>spectral processing</td>
<td>homogeneous</td>
<td>cross-platform</td>
<td>freeware</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>calculating fit uncertainties</td>
<td></td>
</tr>
<tr>
<td>Unifit</td>
<td>spectral processing</td>
<td>homogeneous</td>
<td></td>
<td>commercial</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>correction for elastic scattering, multiple lines</td>
<td></td>
</tr>
<tr>
<td>XPS Multiline</td>
<td>quantification</td>
<td>homogeneous</td>
<td></td>
<td>freeware</td>
</tr>
<tr>
<td>Analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASES</td>
<td>quantification</td>
<td>overlays, composition</td>
<td>background shape analysis</td>
<td>commercial</td>
</tr>
<tr>
<td></td>
<td></td>
<td>profile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spectral Data</td>
<td>spectral processing</td>
<td>homogeneous</td>
<td>large spectral database</td>
<td>commercial</td>
</tr>
<tr>
<td>Processor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CasaXPS</td>
<td>spectral processing</td>
<td>homogeneous</td>
<td>Principal Component and Target Factor Analysis</td>
<td>commercial</td>
</tr>
</tbody>
</table>

The software packages of the manufacturers are usually supplied with the spectrometers. They are essential because only they can control the particular instrument. These packages usually provide some simplified quantification program with a set of measured or imported sensitivity factors of unknown origin. However, general spectral processing and quantification programs can be selected without restrictions if they can interpret the recorded spectra.

The commercial programs are usually expensive due to the very limited number of potential users.
3.5. Conclusions and Purpose of the Work

From the two decades of personal experiences in evaluation of X-ray photoelectron spectra and also from the presented survey it can be concluded that XPS users are lacking an efficient quantitative evaluation program capable of handling homogeneous as well as structured surfaces.

From Equations (4)-(7) and (12)-(19) it is obvious that the XPS line intensities are dependent on the take-off angle of emission. While this dependence is not important for truly homogeneous samples, it induces significant differences for inhomogeneous surfaces. Rough and geometrically structured surfaces consist of areas of significantly different emission angles. Unfortunately, this is the case for most of the ‘real’ samples.

As was stated above, the XPS intensity data always sensitively reflect also the sample geometry: implicitly or explicitly, a geometry model is applied. Two different kinds of quantitative calculations can be performed using the integrated XPS intensity data:

Homogeneous model. When the chemical composition of the surface is required, usually the “infinitely thick homogeneous sample” model is used. The applied sensitivity factor should account for corrections for the photoionisation cross section, the IMFP, angular distribution, analyser transmission and surface contamination. The results must also be normalised in different ways.

Structured models. When the surface of the sample is covered by one or more thin overlayers (the whole structure should be thinner than the information depth of the XPS measurement) and the compositions and arrangement of these layers are known, the thickness of the layers can be calculated from the photoelectron intensities. The well-known model for planar surfaces can be extended for calculating curved surfaces and also for surfaces with non-continuous layers (‘islands’). In these cases, the applied sensitivity factors should also correct for cross section, angular distribution and analyser transmission; handling of the IMFP and contamination is explicit.

The major purpose of this work was to enhance the quantitativeness of the evaluation of XP spectra first by developing correction for the ubiquitous carbonaceous surface contamination and primarily by developing a complex program package capable to handle not only the data of a single sample but also of measurement series, several overlayers on top of bulk samples, and also spherical and cylindrical shape samples (powders, fibres) and rough surfaces of such kind.
4. Experimental

4.1. XPS Measurements

4.1.1. Analysis Conditions

Photoelectron spectra were recorded on a Kratos XSAM 800 spectrometer operated in fixed analyser transmission (FAT, pass energy 80 eV for wide scans and 40 eV for regions) or fixed retarding ratio (FRR, retard ratio 20) modes, using non-monochromatic Mg Kα\(_{1,2}\) (1253.6 eV) or Al Kα\(_{1,2}\) (1486.6 eV) excitation. The linearity of the energy scale was calibrated by the dual Al/Mg anode method setting a 233.0 eV kinetic energy difference between the two Ag3d\(_{5/2}\) lines. The pressure of the analysis chamber was lower than 10\(^{-7}\) Pa. At these conditions only a slow, but detectable build up of the O1s (adsorbed CO and H\(_2\)O) and C1s (C-O and C-H type) signals could be detected on some ion-bombarded samples. Wide scan spectra were recorded by 0.5 eV steps in the 50–1300 eV kinetic energy range while the detailed spectra of the main constituent elements were recorded by 0.1 eV steps. The resolution at 40 eV pass energy, defined as the width of the Ag3d\(_{5/2}\) line at its half magnitude, was 1.27 eV. At this applied resolution, the line energy positions could be determined with an accuracy better than ±0.2 eV.

4.1.2. Charge Referencing

Spectra were referenced to the C1s line of the hydrocarbon type carbon, set to 284.6 eV binding energy. The applicability of such referencing was proved using the gold decoration method by setting the Au4f\(_{7/2}\) line to 84.0 eV.

4.1.3. Data Processing

Spectra were acquired and processed by the Kratos DS 300 [54], DS 800 [55], Vision [56] and Vision 2 [57] software packages. Peak area intensity data were obtained after Shirley type background subtraction. Peak decomposition of the complex lines was performed by the peak synthesis method using mixed Gaussian-Lorenzian peak shape. The \(T \propto E^1\) and \(T \propto E^{-0.8}\) analyser transmission functions were applied for the FRR and the FAT modes, respectively, according to the specification of the instrument manufacturer.

4.1.4. Quantification

Quantitative analysis, based on integrated peak intensity, and layer thickness calculations were performed by the XPS MultiQuant (version 3.0) program [P1] using the experimentally determined relative differential subshell photo-ionisation cross section data of Evans \textit{et al.} [27] and asymmetry parameters of Reilman \textit{et al.} [31]. The inelastic mean free path values of the photoelectrons were calculated by the TPP-2M formula using the NIST Electron Inelastic-Mean-Free-Path Database (version 1.1) program [50]. The typical effective sampling depths for the concerned lines were in the range of 5–10 nm [3,4].
4.1.5. Ion Bombardment
In some cases sample cleaning and depth profiling were required. Ion bombardments were performed by using a Kratos MacroBeam ion gun fed with high (5N5) purity Ar. The ion beam (spot size of about 2 mm, non mass-selected, incident at mean angle 55° to the surface normal) was rastered over the sample area of about 8×8 mm². At 2.5 keV energy a typical current density of 1–10 μA/cm² was measured as sample current.

4.2. Sample Characteristics and Preparation
The samples presented in this work were selected either to give experimental evidence on the newly developed quantification methods, or to demonstrate in details the benefit of the application of the advanced quantification methods.

4.2.1. Contamination Studies on Sodium Chloride and Silicon Dioxide
The following clean, i.e., practically carbon free samples of well-defined stoichiometry were prepared, which were intentionally contaminated to various degrees of adventitious carbon:

NaCl. Freshly cleaved sodium chloride single crystals were left in the preparation chamber to let the adventitious carbon to build up (samples denoted as NaCl). Another piece of NaCl was contaminated by exposure to vaporous and by immersion into liquid n-hexane (NaCl+hexane).

SiO₂. Silicon wafers with thermally grown oxide layer were treated either in oxygen at 1400 °C for 12 hours or in low pressure oxygen plasma for 10 min. Samples were contaminated by the adventitious carbon in the vacuum system (SiO₂) or hydrocarbon layer of increasing thickness was deposited by casting of polystyrene from benzene solution in three subsequent steps (SiO₂+polymer).

4.2.2. Silicon Nitride Nanopowders
Silicon nitride nanodisperse powder was synthesised by vapour phase reaction in RF thermal plasma [69]. Bulk nitrogen content was determined by wet chemical analysis, while oxygen content by gas extraction method (LECO TC-436). The powder consisted of nearly spherical particles with 400 Å average diameter. Samples were aged in air of 80 % relative humidity for various lengths of times, up to 90 days.

4.2.3. Aluminium Foil
Commercial, rolled aluminium foil with oxide layer and carbonaceous contamination was used at various geometry and spectrometer settings as given in Chapter 5.2.4.2 on page 35.

4.2.4. Silylated Glass
A commercial cover glass for microscope slides was used as a model sample. The ‘untreated’ samples were analysed as received. Etching with 5 mol·l⁻¹ hydrochloric acid was performed in a closed vessel at 410 K for 12 h followed by rinsing with distilled water and drying at room temperature.
For dehydration, a treatment for 2 h at 550 K in air was applied. Silylation was carried out with hexamethyl-disiloxane vapour in a sealed glass ampoule at 670 K for 12 h.

4.2.5. Zinc Hydroxystannate-Coated Hydrated Fillers

ZHS-coated fillers were prepared according to the ‘standard’ route as follows. In a typical example, alumina trihydroxide filler (ATH, Alcan SF4, Alcan Chemicals, median particle size by sedimentation is 1.4 μm) were slurred in an aqueous solution of sodium hydroxystannate, then zinc chloride was added. The solid product was separated from the solution by centrifugation, washed and dried in air at 110 °C. ZHS-coated magnesium hydroxide (MH, Magnifin H5, produced by Martinswerk GmbH, median particle size by laser diffraction is 1.35 μm) powders were prepared using a similar method.

4.2.6. Langmuir-Blodgett Type Arachidate Films

Substrate: Silica glass slides (20×40 mm², Menzel–Gläser, Germany) cleaned by cc. H₂SO₄ + H₂O₂, washed with water and dried in vacuum, were silylated by 5 % solution of trimethyl-chloro-silane (Sigma) in diethylether at room temperature. After rinsing with water, the samples were cured in an oven at 150 °C for 1 hour.

Langmuir–Blodgett films: 100 μg arachidic acid (Merck, > 99 % purity) dissolved in chloroform, was spread onto an aqueous solution of metal chloride (Cd or Pb), c = 5·10⁻⁴ mol·dm⁻³, pH 5.7 in a Langmuir trough (Model 622D2, Nima Technology). Following the condensation of the layer due to metallic soap formation, transfer of monolayer from subphase to substrate was performed by film lifting at constant surface pressure (πc) controlled by a Wilhelmy-type surface tension sensor. Various πc values were chosen on that part of the isotherm where the surface pressure showed linear variation with the film area typical for condensed monolayers [69]. A 120 s waiting time was introduced between the subsequent immersion/emersion cycles during deposition.

4.2.7. Zinc Ferrite Nanopowders

Precursors for the synthesis of ZnₓFe₃₋ₓO₄ (0 < x ≤ 1) were prepared by mixing of analytical grade Fe₂O₃ and ZnO powders or by precipitating hydroxides from salt solutions. The precursors were treated in a laboratory scale RF thermal plasma reactor (27 MHz, 1–7 kW) connected to an air-cooled, two-stage powder collector [71]. Argon was used as the central plasma gas (7 l·min⁻¹) and as the sheath gas (19 l·min⁻¹), as well. The powder was injected continuously into the plasma tail flame region by carrier gas (argon or air) passed through a fluidised and vibrated powder-bed. The oxide mixture and the co-precipitated hydroxides were calcined in air at 900 °C for 6 h, to compare ferrites prepared in the plasma reactor with those obtained by the conventional ceramic processing.

The bulk chemical composition of dissolved samples was analysed by ICP-AES (Labtest PSX7521).
5. Results in Development of Quantitative Evaluation

5.1. Correction for Surface Contaminations

Most of the samples subjected to XPS analysis suffer from some level of carbonaceous contamination, which may alter the result of the quantification, especially when spectral lines with different kinetic energy are involved.

Methods of various sophistications have been developed and used with varying success. Accuracy of the results is unfavourably affected by the lack of exact knowledge on surface geometry, IMFP values, densities of the surface contamination layers, etc. As the simplest approach the “infinitely thick homogeneous sample” model is frequently applied (and usually this is the only method built in manufacturers’ software). The presence of the adventitious carbon contamination, however, may severely influence the results even in this case.

To overcome this problem the “homogeneous sample with overlayer” model, can be used for flat samples as proposed and described in detail in several papers, e.g., [27,72,73]. Application of this model in the everyday practice, however, is still restricted.

In addition to the theoretical cross section correction values experimental reference data sets are also frequently used. From the three most reliable sets (compared in [4,24]), we applied the one compiled by Evans et al. [27]. These data were measured on powdered, i.e., contaminated samples thus corrections had to be done.

The correction method proposed [27] introduces an \(\exp(-c/E^{0.5})\) factor where \(c\) (i.e., a value proportional to the layer thickness of the carbon contaminant) is an experimentally derived constant, fixed at 14.3. Such correction proved to be satisfactory for the majority of samples exposed to the ambient atmosphere. For clean, practically carbon free (e.g., cleaved, ion etched) samples or, on the contrary, for strongly contaminated ones this factor does not provide proper correction. In order to extend the applicability of the Evans’ method, I proposed and developed a novel enhanced correction method, replacing the constant \(c\) in the correction factor by a variable, being a function of the actual surface hydrocarbon contamination concentration \([P2]\).

5.1.1. Determination of Correction Factors

\(\text{NaCl samples}\). The freshly cleaved NaCl single crystals remain practically carbon free (0–2 atomic %) with no traces of oxygen within the first series of spectrum acquisition (20–120 min). The composition, i.e., atomic ratios of various clean samples, evaluated by using the experimental cross section data of Evans without contamination correction fell between \(\text{NaCl}_{0.96}\) and \(\text{NaCl}_{1.06}\), i.e., about ±5 % around the 1:1 stoichiometry.

A well measurable build up of C (e.g., more than 5 atomic %) could be detected only after 10 hours. During this period, a small amount of oxygen (up to about 2 atomic %) was also built up.
SiO₂ samples. The absolutely carbon free state of these samples could not be reached; with both cleaning processes, described in Experimental chapter, ≈6% carbon remained on the surface. The composition of the O₂ plasma treated sample was SiO₂.01 while that of the thermally treated silicon was SiO₁.84 without any correction.

After the step by step contamination of the samples the compositions were calculated using the original method of Evans, with the only exception that the c constant was varied to get back the stoichiometry of the clean samples. In order to get a normalized carbon intensity, the composition was also calculated with c = 0, i.e., with the “homogeneous” model.

The c factor values vs. the normalized carbon intensity on the various sets of samples are shown in Fig. 4. The data points can be fitted with a linear function (c = a·[C at%] + b) with a correlation coefficient better than 0.95; where a = 0.7 and b = 0.

![Figure 4. Experimentally obtained c factors vs. measured normalized carbon intensity (△ SiO₂, ▲ SiO₂+polymer, ○ NaCl, ● NaCl+hexane)[P2].](image)

The measured data were compared to calculated ones shown in Fig. 5. In this case c factors and normalized carbon intensities were calculated with the Evans’ formula given above and by varying the thickness of a (CH₃)ₙ type overlayer from 0.1 nm to 5 nm (with the estimated density of polystyrene 1 g/cm³) on an underlying homogeneous SiO₂ substrate (with a bulk density of 2.32 g/cm³). Three sets of IMFP data extracted from [74,75] were applied. The results are represented in Fig. 5. Although the density of the adventitious carbon overlayer is only a rough estimate and the IMFP values represent a certain scatter, still a reasonable linear fit with a slope of 0.6 was obtained, which is only slightly different from the 0.7 value obtained for experimental data.
5.1.2. Testing of the Method

The applicability of the proposed correction method is demonstrated in Table 3. No correction means that the c factor in Evans’ formula is set to 0, with Evans correction c is 14.3, while in the proposed method [P2] the c factor is evaluated as $0.7/[C_{\text{at}}%]$. This modified method is applicable even for carbon containing samples when the signal from constituent carbon (e.g., carbonate or carbide types) can be separated by decomposition from the CH$_x$ type contamination. Such correction cannot be applied, however, to samples containing hydrocarbon type constituents. The results presented demonstrate the applicability of the proposed correction procedure up to about 60 atomic % of hydrocarbon type contamination concentration within a well acceptable ±5 % error; enabling to determine the elemental composition of the sample beneath the carbon contamination overlayer.

\[ C_{\text{factor}} \text{ vs. calculated normalized carbon intensity} \]

Solid line: calculated data, dashed line: experimental data;
IMFP values applied: ■ calculated data [74,75], ▲ optical data for SiO$_2$ [74],
● optical data for SiO$_2$ and calculated ones for C1s [75] and for O1s [26].
Table 3. Comparison of the different contamination correction methods.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Correction</th>
<th>c factor</th>
<th>Na</th>
<th>Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl clean</td>
<td>None</td>
<td>0</td>
<td>1.0</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>14.3</td>
<td>1.0</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>proposed method</td>
<td>0.0</td>
<td>1.0</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0</td>
<td>1.0</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>14.3</td>
<td>1.0</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>proposed method</td>
<td>64.6</td>
<td>1.0</td>
<td>1.01</td>
</tr>
<tr>
<td>NaCl highly contaminated</td>
<td>None</td>
<td>0</td>
<td>1.0</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>14.3</td>
<td>1.0</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>proposed method</td>
<td>64.6</td>
<td>1.0</td>
<td>1.01</td>
</tr>
<tr>
<td>SiO₂ clean</td>
<td>None</td>
<td>0</td>
<td>1.0</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>14.3</td>
<td>1.0</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td>proposed method</td>
<td>4.3</td>
<td>1.0</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>0</td>
<td>1.0</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>14.3</td>
<td>1.0</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>proposed method</td>
<td>50.6</td>
<td>1.0</td>
<td>1.94</td>
</tr>
</tbody>
</table>

5.1.3. Conclusions

- The adventitious carbon contamination may severely influence the results of quantification.
- The correction method proposed by Evans is applicable only in case of intermediate level of contamination.
- It was shown that the correction procedure proposed in this work, when the correction factor is proportional to the adventitious carbon concentration, can be applied in wide concentration range of surface contamination for variety of samples [P2].
5.2. Calculation of Overlayer Thickness on Curved Surfaces

Precise knowledge of the surface chemistry of powdered and fibrous samples is of major importance for many applications. When the surface of the sample is covered by one or more thin overlayers, and the composition and arrangement of these layers are known, the thickness of the layers can be calculated, in principle, from the photoelectron intensity data.

Curved surfaces (spherical or cylindrical), covered by thin overlayers, frequently occur and are applied in the practice. Examples may include intentionally coated or contaminated powders like catalysts, paint fillers, ceramic precursors, etc. and wires, coated or surface treated fibres for reinforcement of composites, etc.

5.2.1. Quantification Models

The equations to calculate theoretical XPS intensity data for a planar sample covered by thin layers are well known [4,11]. As an example, a two layers model can be calculated by the basic Equations (12)-(14) as shown in the previous chapter. The thicknesses of the layers are derived by fitting the measured and calculated intensity values for the selected lines of all constituent elements in both the layers and the underlying bulk. The validity of this model has been proven experimentally, among others, by measuring planar Langmuir-Blodgett films built from well-defined organic molecular chains [P3]. Applying this planar approach to curved surfaces, however, leads to overestimated layer thickness values.

When the measured sample is not planar, the effective thickness of the layers (the actual thickness seen from the direction of electron analyser) varies from point to point along the surface (Fig. 6), showing a steep increase at high angles of elevation (Fig. 8). The way of the calculation of photoelectron intensity emerging from curved surfaces covered by overlayers is similar to the calculation of planar samples, except that the areas with different effective layer thickness values should be calculated separately and should be weighted by a geometry correction factor, taking into account the projected areas corresponding to different thickness values.

5.2.2. Spherical Samples

The intensity of the bulk emission integrated to a hemisphere:

\[
l_i = l_{0i} \int \int \sin \alpha \exp(-d/\lambda \cos \alpha) d\alpha d\varphi
\]

Where \( I_i \) is the total intensity emitted from the sphere, \( I_{0i} \) is the total intensity emitted from planar surface, \( d \) is the layer thickness, \( \lambda \) is the inelastic mean free path, \( \alpha \) is the angle of elevation and \( \varphi \) is the polar angle.

The integral describing the relative layer thickness of a hemisphere is hard to solve analytically, therefore here a numerical way is selected. The cross section of the solid body of the hemisphere is divided into segments (Fig. 6) [P4,P5]. For practical applications, using 9 segments of 10° is sufficient (in the figure only 3 segments are shown for clarity). Every segment is represented by its central angle (5°, 15°, 25°, etc.). The radius of the solid bodies should be much larger (R > 1000 d) than the layer.
thickness otherwise this model cannot be applied because there is no ‘bulk-like’ material in the core. If the radius of the sphere is large enough, the effective thickness can be calculated by the following simplified equation, neglecting the curvature:

$$d_{\text{eff}} = \frac{d_i}{\cos \alpha}$$  \hspace{1cm} (36)

When the radius of the sphere is smaller (but still $R >> 3\lambda$) it cannot be neglected and $d_{\text{eff}}$ is calculated by Equation (37).

$$d_{\text{eff}} = \sqrt{\cos^2 \alpha \left( R - \sum_{i=1}^{1} d_i \right) - d_i (d_i - 2R) - \cos \alpha \left( R - \sum_{i=1}^{3} d_j \right)}$$  \hspace{1cm} (37)

where $R$ is the total radius (bulk plus layers) and the term $R - \sum d_j$ stands for the radius of the core under the current layer.

**Figure 6.** Cross section and top views of a sphere with two overlayers [P5].

The geometry correction factors ($G_1$, $G_2$, etc.; see Fig. 6) are proportional to the projected areas of the segments (annuli) of the sphere. The dependence of these factors for spherical surfaces is described by a maximum curve in the function of the angle of elevation (central angle), as in Fig. 8. After calculating the intensity values for every segment, according to equations similar to (12)-(14), they are weighted (multiplied) by the corresponding geometry correction factors and the intensities are summed.
These factors represent, however, only one row of spheres. In reality, the flattened surface of powder samples is similar to the closest packed plane of the hexagonal lattice. The specific feature of this layout is that small fractions of the second and third rows of spheres below the top one are also visible. For enhancing the accuracy of the calculations, the geometry correction factors should also include these contributions to describe the realistic samples (Fig. 8). This contribution is considerably high from the second row for low angle segments (5° to 25°) and from the third row for high angle segments (55° to 75°).

Figure 7. The surface of closest packed plane of the hexagonal lattice. Some parts of the second and third rows of spheres are also visible [P5].

Figure 8. The geometry correction factors of the segments as a function of the central angle of segments
- O spherical model without contribution of the lower rows of spheres
- ● spherical model with contribution of the lower rows of spheres (inset)
- ■ cylindrical model, ▲ the relative thickness of the layer [P5].
5.2.3. Cylindrical Samples

The cross section of a cylinder is identical to that of a sphere but the shapes of the projected surface areas are rectangles instead of annuli (Fig. 9) and in closely packed arrangement the lower rows are not visible. Thus, the algorithm of the calculation for spheres and cylinders are similar but the values of the geometry correction factors are different (Fig. 8).

Figure 9. Axial cross section and top views of a cylinder with two overlayers. The cross section (with the segments) is identical with the sphere but the shapes and ratio of the projected areas are different [P5].

Theoretical intensities are calculated for two (or more) preselected thickness values of overlayers covering the bulk, for each chemical element present, by Equations (12)-(15). This must be performed separately for each segment using the effective layer thickness specific to that segment. Intensities of the segments are multiplied by the appropriate geometry correction factors then summed up.

The theoretical intensity data are fitted to the measured, normalised XPS intensity data (corrected by cross section, angular distribution and analyser transmission) by varying the layer thickness values either by manual interactive iteration or automatically, using a non-linear parameter fitting procedure, until reaching an optimum fit for all elements by minimising the sum of the squares of the differences between the measured and calculated relative intensity values. These treatments are included in the XPS MultiQuant program package providing a convenient way of calculation [P1,P6].
5.2.4. Experimental Testing of the Proposed Calculations

Two examples are presented to give experimental verification. It is usually difficult to select or prepare a sample with spherical or cylindrical shape and covered by surface layers with known thickness.

5.2.4.1. Nanodisperse Silicon Nitride Powder

The nanodisperse silicon nitride powder samples were measured after various times of ageing [69]. The powder consisted of nearly spherical particles, as illustrated in Fig. 10. The structure of the particles was assumed as follows: a core of Si$_3$N$_4$ is covered by a continuous SiO$_2$ layer and a carbonaceous contaminant layer. The thickness of the layers were calculated by the spherical model using the intensities of the XPS measurements. The thickness of the SiO$_2$ layers were also calculated from the bulk chemical composition data. The two sets of values are in relatively good agreement (Fig. 11). It is obvious from this figure that when the planar model is applied the layer thickness are overestimated by approx. 50%.

Figure 10. Electron micrograph of the nanodisperse silicon nitride powder sample.
Figure 11. The thickness of the growing oxide layer on silicon nitride nanodisperse powder aged in air of 80 % relative humidity; calculated from the XPS intensity by the spherical model (●), from XPS intensity by the planar model (■), from bulk chemical analysis data (△) [P5].

5.2.4.2. Aluminium Foil

A flat aluminium foil was measured at 0 and 60° take-off angles and the thickness of the oxide and contaminant layers were calculated by the regular planar model. Subsequently the same foil was spooled, to form tiny cylinders, while preserving the same thickness of the oxide layer (Fig. 12). Several of these cylinders were tightly assembled by sticking them to a flat sample holder and measured at 0° take-off angle with FAT and FRR spectrometer modes. The layer thickness was calculated by the cylindrical model, resulting the same thickness for the oxide layer as done by the planar model for the flat arrangement (Fig. 12). During the sample manipulation, the thickness of the contamination layer inevitably increased slightly but as it was taken into account, it has not altered the calculated thickness of the oxide layer.

The validity of the proposed calculation is approved by the excellent agreement of the thickness values of the oxide layers. Conversely, when the planar model was applied to the cylindrical samples, the thickness of the layer was overestimated by more than 15 %. This way of testing of the model is based on relative comparison and not perturbed by any uncertainties of other terms of the calculations, e.g., cross section, IMFP, analyser transmission, etc.
**Figure 12.** Calculated thickness of the Al-oxide layer on Al foil measured at various geometry and spectrometer settings. The flat aluminium foil was wound up, forming cylinders, preserving the same thickness of the oxide layer. 

A Flat sample, planar model; B Flat sample (recorded at 60° take-off angle), planar model; C Cylinders, cylindrical model (FAT mode); D Cylinders (FRR mode), cylindrical model; E Cylinders calculated by the planar model: overestimated layer thickness [P5].

### 5.2.5. Conclusions

- Application of the common planar model to spherical and cylindrical surfaces leads to overestimated layer thickness values.
- The geometry correction factors for spherical and cylindrical surfaces were derived by applying pure geometric considerations.
- These types of calculations can be conveniently performed by XPS MultiQuant. The geometry correction factors, together with other necessary parameters, are included into the library of the program.
- The applicability of the calculations is proved by two sets of experiments; videlicet on oxidised Si$_3$N$_4$ powder and on oxidised Al foil.
5.3. The XPS MultiQuant Program

Quantitative evaluation of XP spectra is a major issue in surface characterisation. Numerous methods, models and data sets were developed and published but usually only the simplest ones are built into the data systems used for the daily work. The quantification capabilities of these programs are very limited; their supplied sensitivity factor sets do not take into account a number of factors affecting accurate quantification, like precise control of overlayer effect, variation of inelastic mean free path with the material of the sample, etc.

5.3.1. Reasons of Development

Table 4 compares the quantification facilities of some XPS processing software. Programs A–G are provided by the instrument manufacturers so they are used routinely. In most of the cases, the quantification is limited to division by a sensitivity factor and normalisation. Results can be presented in one or two formats.

Table 4. Comparison of quantification capabilities of some XPS data processing packages.

<table>
<thead>
<tr>
<th>Software package</th>
<th>Geometry models</th>
<th>Data sets</th>
<th>Correction for IMFP</th>
<th>Angle</th>
<th>Trans.</th>
<th>Cont.</th>
<th>Result formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>1</td>
<td>(✓)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>3</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>2</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
<td>2</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>1</td>
</tr>
</tbody>
</table>

* Cross sections or sensitivity factors

The aim of developing the present XPS MultiQuant program was to give a practical tool to the surface chemist to produce reliable analytical results in most of the cases.

5.3.2. Phases of Development: Predecessors of XPS MultiQuant

Prior the development of XPS MultiQuant, some other programs were also written by the author. They already owned some preliminary versions of the features of the final software.

5.3.2.1. QUANT-140

This quantification program could handle a simplified homogeneous model. It was an overlay program system, consisting of five programs (QUANT-140, WEIGHT-140, EDIT-140, FACTOR-140, ENERGY-140), written for a Texas Instruments TI-59 pocket calculator with magnetic card reader and printer. One experiment with 14 elements could be calculated; results could be expressed as atomic % or atomic ratio (Fig. 13).
5.3.2.2. Layers

It is a stand-alone program, written by the author for DOS, to calculate the intensity and intensity ratio of electrons excited from planar or spherical samples covered with overlayers. Three layers with 6 elements could be calculated. Comparison of the calculated and measured intensity (quantified separately) had to be done manually, outside of the program.

5.3.2.3. XPS MultiQuant for DOS

This quantification program was written by the author for DOS (Fig. 14). It could calculate 33 experiments with 15 elements simultaneously; the results could be displayed as atomic %, atomi ratio, oxide ratio or mass %. Two label sets (Name and Time) could be assigned to the experiments. The dynamic contamination correction method [P2] was already implemented. A library with three cross section sets (Evans [27] and Scofield Mg Ka and Al Ka [26]) was also included.

The program could apply a few structured models (Layers-on-Plane and Layers-on-Sphere [P4]) with maximum three layers as well but only with interactive (manual) parameter fitting. It had no graphic capabilities and no help system was available.

**Figure 13. Typical printout of the QUANT-140 program.**
5.3.3. Characteristics of XPS MultiQuant

The program requires only the input of the integrated intensity values of the measured XPS lines. All necessary basic data, like theoretical and experimental cross sections, asymmetry parameters, line energy data, etc., are provided by the attached library. One of the basic features of the program is that all terms of the sensitivity factors (cross section, angular correction, IMFP correction, analyser transmission and contamination correction) can be selected independently and can be overridden manually at any stage of the calculation. It serves as a ‘toolbox’ of different quantification methods where the user is responsible of applying and combining separate ‘tools’.

The program can handle all of the quantification models (homogeneous; layers with planar, spherical or cylindrical shape) described in the previous chapters (Fig. 15), extending the layered models with the ‘island’ features where some of the layers are not continuous.

The features of the program are summarised in Table 7 on page 52.

5.3.3.1. Basic Quantification Data

Cross sections and sensitivity factors. Five sets of theoretical and experimental cross section and sensitivity factor data are included in the library [21-23,26,27]. Any data from other sources can also be applied. When sensitivity factors entered directly, all redundant correction features can be switched off. The applicability of the data sets is expanded by the option of splitting the cross section of the doublet lines into its components.

Angular correction. The theoretically calculated asymmetry parameters are given in [31] tabulated for the different transitions in five atomic number steps. Polynomials with order of 6 were fitted to every asymmetry parameter set and the coefficients
together with the transition names and the validity ranges (atomic numbers) are stored in the library. Separate data sets are available for Mg Kα and Al Kα excitation sources.

**IMFP correction.** The built-in IMFP correction methods are divided into two groups. The members of the first group (Exponential, Jablonski) supply numbers proportional to the IMFP, thus they can be used routinely for the homogeneous model calculations [35]. The members of the other group (Seah-Dench, Tanuma-Powell-Penn, Gries) supply the actual IMFP values, thus they can be used to calculate the IMFP data for using with the structured models [48-51].

**Transmission correction.** Beside the common predefined transmissions, like FAT or FRR, exponential and polynomial functions with separate coefficient sets for different kinetic energy ranges can be applied to describe any complicated analyser transmission. The applied transmission function can also be displayed graphically.

**Contamination correction** The factor for the contamination correction can be constant, as proposed by Evans [27], or function of the concentration of the carbonaceous contaminant, as proposed by the author [P2] (Chapter 5.1).

**Figure 15.** Quantification models of the XPS MultiQuant program [P1].
5.3.3.2. Homogeneous Model

The results can be presented for convenience in various normalised forms. Beside the conventionally applied *atomic %* and *atomic ratio* normalisation types, new results forms were introduced [P1,P6]: *oxide molar %*, *oxide molar ratio*, *mass %*, *mass ratio*, *oxide mass %*, *oxide mass ratio*, as defined by Equations (38)-(43):

\[
R_i^{\text{om}^*} = \frac{N_i \cdot o_i}{\sum N_j \cdot o_j} \cdot 100 \quad (\text{oxide molar %}) \\
R_i^{\text{om}} = \frac{N_i \cdot o_i}{N_b \cdot o_j} \cdot n_b \quad (\text{oxide molar ratio}) \\
R_i^{\text{m}^*} = \frac{N_i \cdot w_i}{\sum N_j \cdot w_j} \cdot 100 \quad (\text{mass %}) \\
R_i^{\text{m}} = \frac{N_i \cdot w_i}{N_b \cdot w_j} \cdot n_b \quad (\text{mass ratio}) \\
R_i^{\text{omm}^*} = \frac{N_i \cdot o_i \cdot w_i}{\sum N_j \cdot o_j \cdot w_j} \cdot 100 \quad (\text{oxide mass %}) \\
R_i^{\text{omR}} = \frac{N_i \cdot o_i \cdot w_i}{N_b \cdot o_j \cdot w_j} \cdot n_b \quad (\text{oxide mass ratio})
\]

where \(N_i\) is the relative concentration (from Equation (8)) and \(R_i\) is the normalised relative concentration, \(N_b\) is the relative concentration and \(n_b\) is the number of atoms of the ‘base’ element, \(o_i\) is the number of atoms in one mol of oxide, \(w_i\) is the atomic weight. The \(i\) index denotes the actual element while the \(j\) index is varied from 1 to the number of elements.

When ‘percentage’ type results are selected, any of the elements can be omitted from the 100 % sum, which is useful for direct comparison of some selected elements or omitting the carbon of the total composition if it is only a contamination on the sample. Any of the elements can be selected as the base for the ‘ratio’ type results, which directly supplies the coefficients of the chemical formulae. When an ‘oxide’ type normalisation is selected, the *oxygen balance* is also calculated, which is the ratio of the measured and calculated (required by the specified chemical formula) oxygen concentration, indicating directly the relative oxygen deficiency (< 1) or surplus (> 1) [P1,P6]. Mass concentrations can also be calculated, which may be useful for industrial applications.

Elements of the sample being present in different chemical states can be calculated separately but can be summed up easily, as necessary (see the “Merge chemical states” checkbox in the Results subwindow in Fig. 16).
Figure 16. Main window of XPS MultiQuant at calculating homogeneous model for representing results of depth profiling vs. Ar⁺ ion sputtering time.

The program can handle up to 20 elements, including the different chemical states, which is satisfactory for most practical applications. Calculation of several samples or experimental data sets, up to 40 experiments (e.g., series of ion bombardments or heat treatments, etc.), can be performed simultaneously. Several types of labels can be assigned to the experiments to hold every necessary auxiliary data, like sample name, tilt angle, temperature, time, etc.

Data and results can be stored in files for further use, and exported to other programs. The set of experiments can be charted as a dependence plot of various parameters (labels), e.g., depth profiles (Fig. 16). The etching time scale of depth profiles can be easily converted to depth scale, if the sputter rate is known. Detailed reports can be printed with selectable data items and result formats (Fig. 17).
Figure 17. Report example of XPS MultiQuant: the Ar⁺ ion etched Cr-O-Si cermet film.
5.3.3.3. Structured Models

Prior to the layer thickness calculation of the structured models, the sample structure must be defined by specifying the number and compositions of the layers and other important data, like molecular weight, density and IMFP (Fig. 18). The entered model data is thoroughly tested both for value ranges and for consistency. Calculation of the layer thickness (Fig. 19) is performed either manually, by interactive iterations; providing numeric and graphical aids for comparing the calculated and measured data, or automatically, by a non-linear parameter fitting procedure using a modified Levenberg-Marquardt algorithm [76]. Elements can be excluded from the automatic calculation, if necessary (see the “Omit” column in Fig. 18).

<table>
<thead>
<tr>
<th>Name</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Layer 4</th>
<th>Layer 5</th>
<th>Bulk</th>
<th>Omit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>CH-1</td>
<td>Pb-Ac</td>
<td>CH-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Link to</td>
<td>Island</td>
<td>Layer</td>
<td>Layer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mol. weight</td>
<td>432.36</td>
<td>319.24</td>
<td>432.36</td>
<td></td>
<td>60.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>0.780</td>
<td>3.250</td>
<td>0.780</td>
<td>2.200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. H</td>
<td>72.00</td>
<td>4.00</td>
<td>72.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>4.00</td>
<td></td>
<td></td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Pb</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>36.00</td>
<td>4.00</td>
<td>36.00</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Si</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>IMFP O</td>
<td>25.17</td>
<td>18.75</td>
<td>25.17</td>
<td>21.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Pb</td>
<td>35.56</td>
<td>26.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>31.73</td>
<td>23.40</td>
<td>31.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Si</td>
<td>36.53</td>
<td>26.61</td>
<td>36.53</td>
<td>30.18</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 18.** The layer model definition window of XPS MultiQuant for determining overlayer thickness.

There are some other characteristics to assist defining more complex models. If there is some ‘a priori’ knowledge on the relation of the various layers, thickness of the different layers may be declared to be equal (“Link to” row in Fig. 18). Furthermore, if there are repeated layers on the sample, it is enough to define the ‘unit’ and to set the number of the repetitions. The typical application of these features is the study of Langmuir-Blodgett type multilayered films, thin multilayer structures, etc.

If spectra of a planar sample are recorded at several take-off angles (angle dependent XPS, ‘ARXPS’), the thickness of the layers can be calculated using all of the experiments together. This technique increases the number of independent variables and allows calculation of systems, which is ill-defined when measured at one take-off angle only (typical example is single element islands on another type of single element substrate).
Figure 19. The main window of XPS MultiQuant at calculating layer thickness by the spherical model. The bar graph compares the measured and calculated intensity. The layout of the current model can also be demonstrated.

5.3.3.4. The Built-in Library of XPS MultiQuant

The library of the program, a specially designed binary file, includes all necessary basic data for the calculations (Table 5). The library is compiled from its data sources by a separate program (XPS MultiQuant Librarian), which is not part of the distributed system. During the compilation, some basic check of the data is performed and the mean scale factors are calculated.

Some built-in features of the program may help to extend the applicability of the library data. When the experimental cross section or sensitivity factors are used, some data may be missing from the data set. In these cases, for rough approximation, splitting and scaling of experimental data are implemented.

Cross section of the doublet lines of the experimental data can be split to its components, e.g., 3d to 3d_{3/2} and 3d_{5/2}, using the corresponding theoretical ratio (Equation (44)) or by the nominal ratio values (1:2 for p lines, 2:3 for d lines, etc.).

\[
\sigma_{i}^{ex} = \sigma_{sum}^{ex} \frac{\sigma_{i}^{th}}{\sigma_{1}^{th} + \sigma_{2}^{th}}
\]  

(44)
where \( \sigma_i^{ex} \) is the (split) experimental cross section of either doublet component, \( \sigma_i^{th} \) is the theoretical cross section of the same doublet component and \( \sigma_{sum}^{ex} \) the experimental cross section of the doublet line.

When the data for a required line is not included in the experimental data set, the available theoretical value may be scaled to the applied set. This can be done by the ratio of the closest line (Equation (45)) or by an average factor, which is the arithmetic mean of the ratio of all available corresponding photoelectron line pairs (Equation (46)).

\[
\sigma_i^{ex} = \sigma_i^{th} \frac{\sigma_j^{ex}}{\sigma_j^{th}} \quad (45)
\]

\[
\sigma_i^{ex} = \sigma_i^{th} \frac{1}{J} \sum_j \frac{\sigma_j^{ex}}{\sigma_j^{th}} \quad (46)
\]

Although splitting usually provides reliable data, scaling is considered as a rough estimation only. It may be used only when there is no other possibility and usage must be restricted for minor components only. The ‘closest’ line may be as far as 1000 eV from the ‘base’ line.

**Table 5. Specification of the library of XPS MultiQuant.**

<table>
<thead>
<tr>
<th>Library item</th>
<th>Content</th>
<th>Number of items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element entries</td>
<td>atomic number, symbol, name, atomic weight, density, valence, number of oxygen atoms in the oxide, number of valence electrons</td>
<td>103</td>
</tr>
<tr>
<td>Photoelectron line entries</td>
<td>transition name, binding energy, cross section</td>
<td>446</td>
</tr>
<tr>
<td>Cross section and sensitivity factor sets</td>
<td>Scofield (Mg), Scofield (Al), Evans, Wagner, Nefedov</td>
<td>5</td>
</tr>
<tr>
<td>Cross section and sensitivity factor data items</td>
<td></td>
<td>1287</td>
</tr>
<tr>
<td>Asymmetry parameter coefficient sets</td>
<td>Mg K(\alpha), Al K(\alpha)</td>
<td>2</td>
</tr>
<tr>
<td>Geometry correction factor sets</td>
<td>spherical model, cylindrical model</td>
<td>2</td>
</tr>
<tr>
<td>Mean scale factors</td>
<td>Evans/Scofield, Wagner/Scofield, Nefedov/Scofield</td>
<td>3</td>
</tr>
</tbody>
</table>

### 5.3.3.5. Technical Details

The program is as user friendly as possible. All data are re-usable, which means that the users are allowed to modify one or some of the input data to see the consequence of the changes, while all other previously entered data are retained. Any data extracted from the library can be overwritten manually at any stage of the calculation. All input data are
validated for scope (e.g., density cannot be greater than 22.5, atomic mass cannot be less than 1, coverage must be between 0 and 1, etc.) and consistency (e.g., presence of necessary IMFP values).

The XPS MultiQuant can run on 32-bit Windows operating systems. On advanced personal computers, the program is extremely fast; calculation with maximum number of input data (20 elements and 40 experiments) is usually done within one second. A few seconds are required to fit the parameters of the structured models calculations.

The hardware requirements are relatively low. It can run even on computers equipped with Pentium I processor. The resources are mainly consumed by the GUI of the operating system (except the parameter fitting procedure).

The XPS MultiQuant is distributed as a standard package (CAB file), including setup and uninstall programs, system runtime components, help files, library, data file examples, etc.

The program was written in Visual Basic. The length of the source code exceeds the 10,000 lines. The source of the non-linear parameter fitting procedure was taken from the public domain [76] and was rewritten from Fortran to Visual Basic by the author.

5.3.3.6. User Support

A ‘wizard’ is available to guide unfamiliar users through the different phases of setting up a calculation by giving step-by-step instructions and also warning messages, if necessary (Fig. 20).

![Data Wizard]

**Data Wizard**

- **Specify elements**
  
  Enter the element symbols to the first and the photoelectron line notations to the second column. Do not leave empty lines between elements. Navigate in the table by arrow keys or mouse clicks.

- **Always on top**
  
  **< Back**
  
  **Next >**

![Data Wizard]

**Data Wizard**

- **Library lookup**
  
  The rest of the table is filled from the built-in library of XPS MultiQuant. Any library data can be overwritten manually.

- There are error(s) in the Elements table. Press Back and correct wrong data.

- **Always on top**
  
  **< Back**
  
  **Next >**

**Figure 20.** Two examples of the wizard window of XPS MultiQuant: a regular and a warning message.
The program is equipped with full text, searchable online help including brief description of the built-in methods and data with literature references. Sample data files with ample of comments are also included. A hundred pages comprehensive User’s Manual [P1] is available, extending the online help with detailed step-by-step instructions for some common tasks and application examples. The users can access the program’s homepage (http://www.chemres.hu/aki/XMQpages/XMQhome.htm), where supplementary application sheets, screen shots and program upgrades can be downloaded free of charge.

5.3.4. Relationship with Other Programs

XPS MultiQuant is a standalone quantification program, which can be used routinely together with the photoelectron spectrum processing packages, to improve the flexibility and precision of the quantitative calculations. It can be applied for sophisticated calculation of layered samples (including its unique curved surface models) if the structure is known and the intensity data supply sufficient information. In lack of this information, a special approach is necessary, e.g., as performed by QUASES [64]; see chapter 3.4.5.

Direct comparison was done with XPS Multiline Analysis [63]. When entering the same experimental conditions and intensity data, it gives results equivalent with XPS MultiQuant within \( \approx 0.5\% \) differences (Table 6).

<table>
<thead>
<tr>
<th>Tilt angle</th>
<th>XPS Multiline Analysis</th>
<th>XPS MultiQuant</th>
<th>Relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 °</td>
<td>60 °</td>
<td>0 °</td>
</tr>
<tr>
<td>C</td>
<td>24.7</td>
<td>44.1</td>
<td>24.7</td>
</tr>
<tr>
<td>O</td>
<td>21.2</td>
<td>19.3</td>
<td>21.2</td>
</tr>
<tr>
<td>S</td>
<td>26.8</td>
<td>19.0</td>
<td>26.9</td>
</tr>
<tr>
<td>Cu</td>
<td>1.0</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Mo</td>
<td>26.3</td>
<td>17.0</td>
<td>26.3</td>
</tr>
</tbody>
</table>
5.3.5. Application Examples

5.3.5.1. Depth Profile — Handling of Multistep Series

The XP spectra (Fig. 21) were recorded on a double layer electrical contact prepared by deposition of titanium and subsequently silver on top of a silicon wafer [A36]. The sample was heat-treated causing diffusion of the components. The upper layers were oxidised and the top surface was contaminated by carbon. Ion etch series were performed by 2 keV Ar$^+$ ions in 2 min steps.

![Graphs of Ag3d, Si2p, Ti2p, and O1s](image)

Figure 21. 3D plot of the regions of the ion etch series of the electric contact sample [A36].

The ion etch depth profile (Fig. 22) reflects the changes seen in the previous figure. Beside the intensity (height) changes of the lines, consider alterations in FWHM as well; this explains the shallower concentration differences visible in the Ti profile. The reduction of the system can be seen from not only the chemical shift changes but the decreasing oxygen balance, as well.

The depth profile figure (Fig. 22) was prepared from the exported data as described in the User’s Manual [P1] and demonstrated by the spreadsheet file including the distribution kit of the program.
5.3.5.2. Oxygen Balance

Cr-O-Si cermet films are widely applied in microelectronics devices. Such layers were prepared by RF-sputtering of a Cr:O:Si target with a nominal atomic ratio of 1:1:1 onto thermally oxidised silicon wafers.

XP spectra of the characteristic lines (Cr2p, Si2p, O1s, C1s) were recorded [A7,A9]. Ion bombardments were performed by 2 keV Ar\(^+\) ions. Composition, expressed in Oxide molar ratio, was calculated for assumed combinations: Cr\(_2\)O\(_3\) + SiO\(_2\), Cr\(_2\)O\(_3\) + Si and Cr + SiO. The Oxygen balance, the ratio of the measured and calculated (according to the assumed “stoichiometric” formula) oxygen concentrations, are depicted in Fig. 23 as a function of the bombardment time.

The chart revealed that the top surface is totally oxidised, i.e., \(\frac{O_{\text{obs}}}{O_{\text{cal}}} \approx 1\) for the assumed Cr\(_2\)O\(_3\) + SiO\(_2\). After 10 min bombardment, the top layer is removed and the former composition gives unrealistic oxygen deficiency. The composition of the layer is close to either of the Cr\(_2\)O\(_3\) + Si or Cr + SiO (or also CrO + Si) supposed structures. Further bombardment does not change the composition. Chemical shifts of the photoelectron lines will determine the correct chemical structure but this method can reduce the choice, discard unrealistic combinations and by this assists the peak decomposition procedure.
Figure 23. The oxygen balance values of the Ar$^+$ ion etched Cr-O-Si cermet films calculated for three different supposed surface compositions [A7,A9].

5.3.6. Conclusions

The XPS MultiQuant program is a fast and universal tool for the surface chemist from the daily routine analysis to the sophisticated research measurements. Wide range of built-in methods and library of basic data are offered together with several independently controllable correction features providing accurate results. The integral intensity values of the spectral lines are the only input required. Results can be presented in various forms.

When the capabilities of this program (7 geometry models, 5 data sets, 8 result formats, all correction features available) are compared to those presented in Table 4, the progress is obvious.
### Table 7. Summary of the independently selectable features of the XPS MultiQuant program.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Options</th>
<th>References</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantification models</td>
<td>Homogeneous</td>
<td>4, 11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Layers-on-Plane</td>
<td>4, 11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Layers-on-Sphere</td>
<td>P4, P5, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Layers-on-Cylinder</td>
<td>P1, P5, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Islands-on-Plane</td>
<td>P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Islands-on-Sphere</td>
<td>P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Islands-on-Cylinder</td>
<td>P1</td>
<td></td>
</tr>
<tr>
<td>Excitation sources</td>
<td>Mg Kα</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Al Kα</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Excitation energy is supplied by the user.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cross section or sensitivity factor sets</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scofield</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wagner</td>
<td>21, 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nefedov</td>
<td>22, 23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sensitivity factors or cross sections are supplied by the user.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>IMFP correction</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Explicit 1,2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exponential 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Seah-Dench 1,2</td>
<td>48, 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jablonski 1</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tanuma-Powell-Penn 2</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gries 2</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td></td>
<td>For homogeneous model.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>For structured models to calculate explicit IMFP values.</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Angular correction</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reilman</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Elastic scattering correction</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ebel</td>
<td>32, 33</td>
<td></td>
</tr>
<tr>
<td>Contamination correction 1</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Explicit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evans</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mohai</td>
<td>P2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>For structured models contamination correction can be implemented by defining an explicit contaminant layer.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Analyser transmission correction</td>
<td>None</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FRR (CAE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FAT (CRR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exponential</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>File 1</td>
<td>P1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exponential or polynomial functions with separate coefficient sets for different kinetic energy ranges.</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Result normalisation</td>
<td>Atomic percent</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Atomic ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxide molar percent 1</td>
<td>P1, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxide molar ratio 1</td>
<td>P1, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mass percent</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mass ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxide mass percent 1</td>
<td>P1, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oxide mass ratio 1</td>
<td>P1, P6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The ‘oxygen balance’ is calculated.</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
6. Results in Applications of Quantitative X-ray Photoelectron Spectroscopy

During the last two decades, the author has applied different kinds of quantitative evaluation methods of photoelectron spectra for a large number of material systems published in papers and technical reports. Examples, appeared in papers, include oxides [A1-A13], nitrides [A14-A22], metals [A23-A25], glasses [A26-A27], polymers [A28-A30], catalysts [A31-A35], various industrial [A36-A40], as well as archaeological samples [A41].

In this chapter, some selected examples of applications of quantitative X-ray photoelectron spectroscopy are described in detail to emphasise the benefit of the complex evaluation.

- XPS investigations together with Ar$^+$ ion depth profiling have been applied to follow compositional as well as structural changes of the outermost layers of soda glass surfaces. Silylated samples were tested and a surface model was proposed and verified by quantitative data. These results may help to elucidate problems concerning the preparation of ‘inert’ or ‘tailored’ glass surfaces for application in chromatographic glass capillary columns.

- Aluminium hydroxide and magnesium hydroxide powder samples coated by zinc hydroxystannate (ZHS) to various extents have been studied by X-ray photoelectron spectroscopy. For quantification of the XPS results, a model was applied, in which the substrate was covered by islands of ZHS, and on top covered by a uniformly thin carbonaceous contamination overlayer. The surface coverage by ZHS and the thickness values of the carbonaceous and ZHS islands were determined by the XPS MultiQuant program.

- Metal arachidate Langmuir-Blodgett (LB) films with Pb$^{2+}$ and Cd$^{2+}$ cations and varying number of monomolecular layers (2 and 4 monolayers) were deposited on silylated glass substrates. Both the extent of salt formation and the build-up of the LB layer were evaluated by quantitative XPS. The surface coverage of the glass substrate by the LB film was assessed by calculations based on a substrate-overlayer model using the XPS MultiQuant program.

- Nanosized zinc ferrite spinel powders of various compositions were produced in RF thermal plasma. The products were characterised for bulk and surface chemical compositions (ICP-AES and XPS), and phase conditions (XRD). In spite of the short residence time of reagents in the plasma reactor a high degree of spinel formation was achieved. The surface Zn enrichment determined by quantitative XPS is attributed to a thin ZnO layer on the surface of the zinc ferrite particles and, in addition, to an inhomogeneous distribution of Zn inside the grains.
6.1. Surface Composition of Glasses: Modifications Induced by Chemical and Thermal Treatments

Detailed information on the chemical composition and structure of the surface and subsurface layers is of primary importance to assess durability and corrosion as well as other chemical properties of glasses [77-79]. Modification of surface chemical composition has become a common routine for numerous special purposes. Recent development in capillary gas chromatography is also based on suitable modification of the glass surface in order to achieve good wettability by the stationary phase and at the same time low adsorptivity towards polar solutes [80]. For this, chemical steps involving acid treatment [81] followed by silylation [82,83] are usually performed mainly at empirically optimised conditions. Recently developed surface analytical techniques such as XPS, AES, EELS, ISS, SIMS can detect even small chemical or structural changes on the glass surfaces enabling a better insight into fundamental chemical processes to be obtained [79].

In this chapter [P7,P8] X-ray photoelectron spectroscopy (XPS) is applied to follow surface chemical changes (on a soda glass sample) induced by high temperature acid treatment, by subsequent heat treatment and also by silylation processes for modelling steps applied in the preparation of glass capillary columns for gas chromatography.

6.1.1. Acidic and Heat Treatments

Fig. 24 shows the wide scan spectrum of the untreated glass. As can be seen the major components detected on the surface are: O, Si, Al, Na and K. Other elements like Ca, Cl, S and C can be found in minor quantities. The latter are common additives of glasses. A depth profile of the major components can be seen in Fig. 25. The carbon concentration is rather high in the outermost surface layer but decreases rapidly in depth. The bulk composition calculated from XPS data obtained after the last etching step is, approximately, 81SiO$_2$:6Al$_2$O$_3$:10Na$_2$O:2.5K$_2$O. The surface composition does not differ considerably from that of the bulk. As is known the sodium tends to migrate to the surface leaving a silica rich layer behind [78].

A slight enrichment of Na and K on the surface can be concluded for our case also from the Na/Si and K/Si values being the highest in the top layer (Fig. 26). The large amount of surface carbon is of hydrocarbon origin as deduced from the C1s peak position at B.E.=284.6 eV. The amounts of sulphur and calcium were so small that these cannot be reliably quantified, thus they were omitted. The wide scan spectrum of the acid treated sample can be seen in Fig. 27. Comparing this with Fig. 24 a striking difference is seen: the surface has become depleted in most of the elements except Si, O and Cl. A depth profile of the acid-treated surface is shown in Fig. 28. One can see that the Na and K have been completely removed not only from the surface but also from the deeper lying layers. At the same time Al depletion is also observed, manifesting a vigorous destruction of the glass network. Along with this, the amount of chlorine and carbon increased considerably in this distorted layer when compared to the untreated sample (see Fig. 25). The parallel change of Al and Cl suggests that the built-in chlorine is connected to Al.
Figure 24. Wide scan spectrum of the untreated glass [P7,P8].

Figure 25. Ar⁺ ion depth profile of the untreated glass [P7,P8].
Figure 26. \( \text{Ar}^+ \) ion depth profile of the untreated glass: relative concentration of Na, Al and K with depth [P7,P8].

Figure 27. Wide scan spectrum of the HCl etched glass.
Heat treatment performed after acid etch leads to depth profile curves similar to those shown in Fig. 28. The only exception is the Cl-content, which is decreased to the original bulk value of about 1 %.

Trace amounts of surface Na (0.5 %) could be detected after 60 s ion etch by the appearance of the most intense Na(K L₂L₃) Auger line, but this line, due to the lack of suitable data, cannot be used for quantification in conjunction with photoelectron lines.

6.1.2. The Effect of Silylation

The wide scan spectrum (not shown) of the silylated glass sample is similar to that shown in Fig. 27. By the appearance of the Na(K L₂L₃) line and a more intense Cl2p line, we can conclude that the applied silylation condition (reaction time, temperature) was sufficient to achieve a detectable surface enrichment of Cl and Na from the bulk.

The O1s, C1s and Si2p lines of the detailed spectra (Fig. 29) could be decomposed into Gaussian components by the peak synthesis method. The results are summarized in Table 8. Two types of carbon atoms were found: the hydrocarbon type from the methyl groups and a H-C-O type contamination (the third C1s peak at 282.8 eV in Fig. 29 is contamination on the sample holder). Two types of oxygen and silicon could be distinguished. The smallest peaks can be identified as those originating from the supposed (CH₃)₃Si-O type surface species, while the larger ones originate from the oxygen and silicon atoms of the glass surface network.

As it can be seen, the atomic % values for the (CH₃)₃SiO-group C:O:Si = 11.5:3.6:3.9 show an excellent consistency with the expected 3:1:1 ratio (Fig. 30). The binding energy values are in good accordance with the literature [84,85]. The ratio of the corresponding bulk Si and O atoms is also close to 2, which means that OH groups can hardly be found on the silylated surface.
**Figure 29.** Detailed spectra of the silylated glass [P7,P8].

**Figure 30.** Scheme of the silylated glass surface [P7,P8].
**Table 8.** Silylated glass surface: binding energy and peak width values for C1s, O1s and Si2p lines, and their contribution to the elemental composition.

<table>
<thead>
<tr>
<th>Peak</th>
<th>Binding energy (eV)</th>
<th>FWHM (eV)</th>
<th>Surface composition (atomic %)</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1s</td>
<td>286.1</td>
<td>2.2</td>
<td>2.4</td>
<td>contamination</td>
</tr>
<tr>
<td></td>
<td>284.6</td>
<td>2.2</td>
<td>11.5</td>
<td>–CH₃</td>
</tr>
<tr>
<td>O1s</td>
<td>533.2</td>
<td>2.1</td>
<td>46.7</td>
<td>Si–O–Si, Si–O–H</td>
</tr>
<tr>
<td></td>
<td>531.5</td>
<td>2.2</td>
<td>3.6</td>
<td>(CH₃)₃Si–O–</td>
</tr>
<tr>
<td>Si2p</td>
<td>103.8</td>
<td>2.4</td>
<td>27.2</td>
<td>Si–O–Si, Si–OH</td>
</tr>
<tr>
<td></td>
<td>102.2</td>
<td>2.4</td>
<td>3.9</td>
<td>(CH₃)₃Si–</td>
</tr>
</tbody>
</table>

### 6.1.3. Conclusions

- Acid treatment performed under moderate conditions leads to the complete depletion of Na, K, Ca and a partial depletion of Al to a depth far beyond the detection limit of XPS.
- Heat treatment performed at 550 K does not stimulate re-appearance of K and Ca in the surface layers to levels above the detection limit.
- The amount of (CH₃)₃Si-groups built onto the surface can be quantitatively followed by the change of the Si2p peak component at 102.2 eV.
6.2. XPS Analysis of Zinc Hydroxystannate-Coated Hydrated Fillers

Zinc hydroxystannate (Zn[Sn(OH)_6], ZHS)-coated fillers are novel flame retardant and smoke suppressant additives for polymeric materials [86-89]. The application of ZHS coating to various hydrated inorganic fillers, in particular aluminium hydroxide or magnesium hydroxide, allows significant reduction to be made in the overall filler loading, with no loss in their flame retardant properties. In order to help to rationalise this effect, in this chapter [P9] a surface characterisation of zinc hydroxystannate-coated aluminium hydroxide and magnesium hydroxide fillers was performed by XPS, including the determination of the surface coverage and the average layer thickness values of the ZHS coating.

6.2.1. Surface Composition

Fig. 31 shows the detailed spectra of ZHS. The binding energy (BE) values of the characteristic photoelectron peaks and the kinetic energy (KE) of the oxygen Auger peak are as follows: Zn 2p$_{3/2}$: 1022.0 eV, O 1s: 531.4 eV, Sn 3d$_{5/2}$: 486.8 eV and O KVV: 510.0 eV. The composition (in atomic %), determined by the homogeneous model, corrected also for the surface contamination effect, is: Zn 22.7, Sn 18.7, O 58.7. Comparing it with the stoichiometric formula Zn[Sn(OH)$_6$], it can be concluded that the determined Zn/Sn ratio is slightly higher and the O/Sn ratio is significantly lower than expected. The latter suggests a partial autocondensation of ZHS with elimination of water.

![Figure 31. Characteristic spectra of zinc hydroxystannate [P9].](image-url)
The spectra of the ZHS-coated hydrated fillers contain peaks pertaining to both substrate and coating (see e.g. Fig. 32). A peculiar feature in the spectra of the ZHS-coated magnesium hydroxide (MH) samples is the presence of a small carbonate component in the C 1s region at 289.3 eV. Elapsed time-dependent spectra of the ZHS-coated MH samples performed with intervals of some months show a slow increase in the intensity of the carbonate component, which is probably due the incorporation of CO₂ by MH from the ambient atmosphere.

![Figure 32. Wide scan spectrum of aluminium trihydroxide (ATH; bottom) and ATH coated by 10 % of ZHS (top) [P9].](image)

### 6.2.2. Quantification Model

Based on the morphology determined previously (lamelliform particles, Fig. 33) by scanning electron microscopy [87,88], for quantification of the coated samples the ‘Islands-on-Plane’ model was applied. In particular, it is supposed that the planar substrate is covered by islands of ZHS, and this system is covered uniformly by the ubiquitous thin carbonaceous contamination layer, CHₓ (Fig. 34).

The mathematical equations applied in the calculation of the thickness values of the carbonaceous and of the ZHS layers and also of the surface coverage by ZHS are described elsewhere [P1,P6]. The results of this calculation are reported in Table 9.
Figure 33. The lamelliform particles of the ATH samples (dark gray) covered by zinc hydroxystannate (white).

Figure 34. The scheme of the “Islands-on-Plane” model applied for the quantification of the ZHS-coated MH and ATH samples [P9].
Table 9. Calculated layer thickness (h) and surface coverage (α) values for the uncoated and ZHS-coated MH and ATH samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$h_{CH}$ (nm)</th>
<th>$h_{ZHS}$ (nm)</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH</td>
<td>1.59</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10 % ZHS in MH</td>
<td>0.43</td>
<td>4.7</td>
<td>0.53</td>
</tr>
<tr>
<td>ATH</td>
<td>0.45</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 % ZHS in ATH</td>
<td>0.66</td>
<td>2.3</td>
<td>0.08</td>
</tr>
<tr>
<td>2 % ZHS in ATH</td>
<td>0.63</td>
<td>4.2</td>
<td>0.15</td>
</tr>
<tr>
<td>3 % ZHS in ATH</td>
<td>0.75</td>
<td>3.2</td>
<td>0.17</td>
</tr>
<tr>
<td>4 % ZHS in ATH</td>
<td>0.70</td>
<td>4.0</td>
<td>0.20</td>
</tr>
<tr>
<td>5 % ZHS in ATH</td>
<td>0.60</td>
<td>3.3</td>
<td>0.21</td>
</tr>
<tr>
<td>10 % ZHS in ATH</td>
<td>0.66</td>
<td>3.8</td>
<td>0.47</td>
</tr>
<tr>
<td>15 % ZHS in ATH</td>
<td>0.57</td>
<td>6.5</td>
<td>0.52</td>
</tr>
</tbody>
</table>

It can be seen that in the case of the ZHS-coated MH sample, characterised by 10 % bulk concentration of ZHS, the coverage value remains well below the complete one ($\alpha = 0.53$), and the calculated thickness of the ZHS islands is surprisingly low ($h = 4.7$ nm). This statement is also valid for the ZHS-coated ATH samples studied, whose coverage values range between 0.08 and 0.52, and whose corresponding calculated thickness values range between 2.3 and 6.5 nm.

Fig. 35 shows the surface coverage of ATH by ZHS as a function of applied bulk concentration of ZHS. As expected, $\alpha$ increases monotonously with the concentration of ZHS.

Fig. 36 demonstrates the thickness of ZHS islands in relation to the applied bulk concentration of ZHS. The increasing trend is obvious also in this case, but the scatter is higher than that observed in the previous figure.

In Fig. 37 the layer thickness of ZHS versus surface coverage is depicted. When the bulk concentration of ZHS is higher than 10 % ($\alpha >$ about 0.5), the slope of the dependence seems to become very steep, suggesting that at high bulk concentrations of the ZHS coating, it is mainly the layer thickness, which tends to increase and not the degree of coverage. According to the ASTM cards, ZHS has a cubic cell with a lattice parameter $a=0.772$ nm (ASTM 33-1376) or 0.78 nm (ASTM 20-1455). In Fig. 37 multiples of the lattice parameter from $3a$ to $8a$ are also depicted. It seems that the measured layer thickness values correspond to multiples of the lattice parameter, implying that with the increase of coverage the number of monolayers increases from 3 to 8 in the experimental range studied.
Figure 35. Surface coverage ($\alpha$) of ATH by ZHS versus applied bulk concentration of ZHS [P9].

Figure 36. Thickness ($h$) of ZHS islands as a function of its applied bulk concentration [P9].
In order to make a judgment about the consistency of the $\alpha$ and $h$ values calculated above, the theoretical concentrations ($c$) of ZHS (in weight %), corresponding to the $\alpha$ and $h$ values are calculated below, and then compared with the experimentally applied bulk concentrations.

The theoretical ratio of the mass of the coating, $m_c$ to the mass of the substrate, $m_s$ can be described by the following equation:

$$\frac{m_c}{m_s} = A \alpha h \rho$$  \hspace{1cm} (47)

where $\alpha$ is the coverage, $h$ is the layer thickness, and $A$ and $\rho$ are the surface area of the substrate and the mass density of the coating, respectively.

The bulk weight concentration ($c$) of the coating is

$$c = 100 \frac{m_c}{m_c + m_s}$$  \hspace{1cm} (48)

Rewriting Equation (48) and then combining it with (47) we get

$$\frac{100}{c} = \frac{m_c + m_s}{m_c} = 1 + \frac{m_s}{m_c} = 1 + \frac{1}{A \alpha h \rho}$$  \hspace{1cm} (49)

from which it follows that

$$c = \frac{100}{(1 + 1/A \alpha h \rho)}$$  \hspace{1cm} (50)
The values of \(\alpha\) and \(h\) are taken from Table 9, the surface area \(A\) for ATH determined by the BET nitrogen absorption technique is 6.2 \(\text{m}^2/\text{g}\), and according to the product specification sheet, \(\rho\) for ZHS is 3.3 \(\text{g/cm}^3\). The theoretical concentrations calculated by Equation (50) are shown in Table 10. From this table, it can be concluded that the applied bulk concentration values of ZHS and the corresponding values calculated from the \(\alpha\) and \(h\) values are in reasonable agreement. These are of the same magnitude, although the former are higher by a factor ranging from 1.6 to 3.6. It is noteworthy that the relationship between the applied and calculated values is linear (Fig. 38). From the slope of the line, a mean difference factor of 2.3 can be calculated. This may be due to various reasons including the non-exact stoichiometry of the ZHS coating, or the possibility that the mass density of ZHS in the coating may not be necessarily equal to the mass density of ZHS in bulk. It is considered that the accuracy of the calculated coverage values is good, because the fitting parameters applied during the calculations (\(Q_{\text{sum}}\) and \(\text{Diff.}\%\)) are extremely sensitive even to small variations in \(\alpha\). However, the fitting parameters are less sensitive to the variation of the layer thickness. Furthermore, the thickness determined by XPS is expected to have an upper limit (\(h_{\text{max}} \approx 3\lambda\), where \(\lambda\) is the inelastic mean free path of the electrons), above which the fitting parameters should become insensitive to changes in the thickness value. At such high thickness values, however, the dependence depicted in Fig. 38 should deviate from linearity.

\[\text{Figure 38. Calculated versus applied concentrations of ZHS [P9]}.\]
Table 10. Applied and calculated bulk concentrations for the ZHS-coated ATH samples.

<table>
<thead>
<tr>
<th>Applied bulk concentration of ZHS (weight %)</th>
<th>Calculated bulk concentration of ZHS (weight %)</th>
<th>Factor of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.38</td>
<td>2.6</td>
</tr>
<tr>
<td>2</td>
<td>1.27</td>
<td>1.6</td>
</tr>
<tr>
<td>3</td>
<td>1.11</td>
<td>2.7</td>
</tr>
<tr>
<td>4</td>
<td>1.61</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>1.40</td>
<td>3.6</td>
</tr>
<tr>
<td>10</td>
<td>3.53</td>
<td>2.8</td>
</tr>
<tr>
<td>15</td>
<td>6.47</td>
<td>2.3</td>
</tr>
</tbody>
</table>

6.2.3. Conclusions

The suitability of the XPS MultiQuant program to determine layer thickness and coverage values for ZHS-coated inorganic fillers has been demonstrated. The results show that the thickness of ZHS coatings on MH and ATH fillers is of the order of several nanometres. Thus, the applied coating method of MH or ATH by ZHS — regarding the dimension of the thickness — is a nanoscale method leading to enhanced ZHS dispersion. This helps to rationalise the previously observed [87,89] high flame retardant and smoke suppressant efficacy of zinc hydroxystannate-coated fillers when applied in various polymeric formulations.
6.3. Preparation and Characterisation of Langmuir-Blodgett Type Arachidate Films

Langmuir-Blodgett (LB) films have been intensively studied in the last two decades. The reason for this is their nearly two-dimensional structure offering a broad spectrum of potential applications (in traditional areas like those of adhesive and anticorrosion layers, and in advanced areas like molecular electronics, non-linear optics, storage of optical information, piezoelectric organic films, waveguides, biomimetic membranes, etc.). To take advantage of the well-defined properties of LB-films, detailed information is needed on their thickness, orientation, structure, stability, and also on the dependence of these parameters on the conditions of preparation and characterization.

LB-films are frequently studied by various methods such as IR [90] and UV spectroscopy [91], XPS [92,93], neutron and X-ray scattering [94,95] as well as high performance imaging techniques [96,97]. Another novel method such as the surface sensitive mode of positron annihilation spectroscopy was also introduced into the characterisation of LB films [98,99]. XPS is one of the most powerful surface sensitive techniques for the investigation of the structure of the LB-films, because it provides chemical information on both composition and bonding.

In this work metal arachidate LB-films with Me = Cd\(^{2+}\) or Pb\(^{2+}\) and with varying number of monomolecular layers (MLs) were deposited on hydrophobic, trimethylsilylated glass substrates and the films were studied by X-ray photoelectron spectroscopy.

6.3.1. Chemical Composition of the LB-films

The metal (Cd, Pb) content of the arachidate LB-films measured for 2 and 4 MLs was about 1.3 and 1.7 atomic%, respectively.

The extent of the salt forming reaction between the dissolved metal ions and the arachidic acid in the Langmuir film was assessed from normalized intensity data measured for LB-films. The content of the actual metal atom was related to that of the carboxylic type carbon component with C1s BE at about 288.5 eV. The average of these values for 2 and 4 ML Cd- and Pb-arachidate films was \(I_{\text{Cd,Pb}}/I_{\text{COO}} = 0.45 \pm 0.05\), which, within the experimental error, suggests a complete salt formation characterized by a value of 0.5. The ratio of intensity of the hydrocarbon type carbon component to that of the carboxylic type carbon component also provides information on the chemical composition of the LB-film. The obtained \(I_{\text{CH}}/I_{\text{COO}} = 20.0 \pm 1.8\) ratio is a quite reasonable value compared to the theoretical one of 19 for the arachidates.

The above parameters describing the chemical composition of the LB-films support the completeness of salt formation between arachidic acid and metal ions, and the transfer of this salt from the subphase to the substrate surface.
6.3.2. Quantification Model

The quantification model for calculating the thickness of the arachidate layers from XPS intensity was constructed as follows: the arachidate monolayer was considered as two sublayers due to the dissimilar nature of the two parts of the molecule. The physical constants (molecular mass, density, IMFP) of the octadecane \((C_{18}H_{38})\) and the Cd or Pb acetate \((\text{Me(COOCH}_3)_2\)) were used for the hydrocarbon chain and the hydrophilic part of the molecule, respectively. The contribution of the silyl groups was neglected.

In the XPS MultiQuant program a double arachidate layer of the Y-type structure was implemented by three sublayers, as shown in Fig. 39; and one, two or three of this double layers were applied for the calculation of the 2L, 4L and 6L samples, respectively. The measured XPS intensity data were corrected by cross section, angular distribution and analyser transmission and were normalised to a selected element.

The model of the LB-film with Y-type structure used in the calculations \([P3]\).

The thickness of the corresponding hydrocarbon and acetate layers were kept equal to each other during the calculation. Results were obtained by least squares fitting of the relative intensity data calculated by the model to the normalised measured intensity. The described model system was computed in two ways:

- Full coverage of the surface was supposed and the layer thickness values were calculated. The reduced layer thickness was accepted for the tilt of the molecules. \((Y_a)\)
- Partial coverage of the surface was supposed. The thickness of the layers was fixed to 28 Å (monolayer of perpendicular orientation) and the surface coverage was calculated. \((Y_b)\)

A model of the X-type structure (with alternating hydophobic-hydrophilic sublayers) was also examined for comparison.
6.3.3. Thickness of the Pb- and Cd-arachidate Layers

The monolayer thickness values calculated by the \( Y_a \) model from the XPS intensity data by the MultiQuant program for the LB-films composed of 2 or 4 MLs of Pb- or Cd-arachidate are displayed in Table 11.

**Table 11.** Thickness of monolayers in metal-arachidate LB-films calculated from XPS intensity, and the angle of tilt of the film-forming molecules to the normal of the surface (model \( Y_a \)) and coverage (model \( Y_b \)) for the various LB-films prepared at various surface pressure (\( \pi_c \)).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cation</th>
<th>Number of MLs</th>
<th>( \pi_c ) (mN/m)</th>
<th>Thickness of ML (Å)</th>
<th>Tilt angle (degree)</th>
<th>Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb(^{2+})</td>
<td>2</td>
<td>35</td>
<td>28.8</td>
<td>0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Cd(^{2+})</td>
<td>2</td>
<td>31</td>
<td>26.3</td>
<td>20</td>
<td>99.5</td>
<td></td>
</tr>
<tr>
<td>Cd(^{2+})</td>
<td>4</td>
<td>31</td>
<td>26.5</td>
<td>19</td>
<td>97.0</td>
<td></td>
</tr>
<tr>
<td>Cd(^{2+})</td>
<td>4</td>
<td>25</td>
<td>21.7</td>
<td>39</td>
<td>95.5</td>
<td></td>
</tr>
</tbody>
</table>

Comparing the length of the arachidate molecule (28 Å) to the experimentally determined ML thickness values, a good agreement can be found for the 2 MLs Pb-arachidate film prepared at \( \pi_c = 35 \) mN/m.

The other films deposited at lower surface pressures resulted in layers with lower thickness values although the molecular areas (calculated from the isotherm compression curves) in the corresponding LB films were only slightly varied (between 19.5 and 21.2 Å\(^2\)) with the surface pressure (Fig. 40 a). It is known that arachidate molecules in such films may have an orientation significantly different from the normal one to the substrate surface (e.g., [100,101]; Fig. 40 d). Taking this into consideration, the tilt angles of the axis of the molecules were also calculated and presented in Table 11 for the various Cd-arachidate films. The tilt of the molecules in the MLs was about 20° for the LB-films prepared with the usually applied surface pressure of 30 mN/m. The largest modification in the orientation (39° from the normal) occurred in the 4 ML LB-film deposited at \( \pi_c = 25 \) mN/m. Tilt angle of the molecules, calculated from the virtual thickness of the layers, show a strong correlation with the surface pressure (Fig. 41). Thus, the dependence of the film quality on the transfer pressure is clearly demonstrated by these data.

Alternatively, the deviations of the intensity ratio values from the expected ones could be interpreted by a partial coverage model as well (\( Y_b \); Fig. 40 c). The calculated values represent high surface coverage for all samples (Table 11 and Fig. 41). These values are almost independent of the surface pressure.
Figure 40. Possible reasons of the measured smaller monolayer thickness: 
\textbf{a}, the molecules are not stretched; \textbf{b}, the layer is X type; \textbf{c}, the layer is not continuous; \textbf{d}, the molecules are not perpendicular to the substrate.

Figure 41. Correlation of the tilt angle of the molecules (left axis, $\blacktriangle$) or the surface coverage (right axis, $\triangle$) with the surface pressure of the preparation of the LB films. The digits show the number of monolayers [P3].
Although both interpretations seem to be realistic, the estimation of the tilt structure \((Y_a)\) is supported by the strong correlation between the tilt angle and the applied surface pressure, the mechanism of the film formation involving molecular interactions and the preparation conditions, i.e., layer-by-layer build up. Structures described by the combination of the two models, on the other hand, cannot be excluded, either.

In order to determine the molecular arrangement in the LB films beside the applied \(Y\)-type structure models, a model of the \(X\)-type structure was also fitted to the measured data. While a reasonable fit could be achieved, the thickness ratio of the acetate and hydrocarbon sublayers was unrealistic thus, the \(X\)-type structure could be excluded (Fig. 40b).

It is shown that the XPS technique combined with the application of XPS MultiQuant quantification program is a suitable tool of monitoring the structure and orientation of the films on the preparation conditions.

### 6.3.4. X-ray Induced Changes in the Pb-arachidate layer

The LB-film composed of 4 MLs of Pb-arachidate was exposed to a prolonged X-ray irradiation in the measuring chamber of the XPS instrument. The spectra were recorded for the as prepared sample (state 1) and after one and two exposure periods, each of 30 min (states 2 and state 3, respectively). A 60° of electron take-off angle was applied for state 3. The results are summarised in Table 12.

**Table 12.** Surface composition (atomic %) and the Pb to carboxyl composition ratio of 4 ML Pb-arachidate LB-film measured by XPS [P3]

(State 1: original sample; State 2: after 30 min of X-ray exposure; State 3: after 60 min of X-ray exposures, at 60° take-off angle).

<table>
<thead>
<tr>
<th>State</th>
<th>O</th>
<th>C</th>
<th>Pb total</th>
<th>Pb ionic</th>
<th>Si</th>
<th>(\frac{I_{Pb}}{I_{COO}}) total</th>
<th>(\frac{I_{Pb^{2+}}}{I_{COO}})</th>
<th>(I_{CH})</th>
<th>Relative thickness %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.2</td>
<td>79.5</td>
<td>1.72</td>
<td>1.72</td>
<td>4.66</td>
<td>0.43</td>
<td>0.43</td>
<td>17.2</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>16.7</td>
<td>74.9</td>
<td>1.95</td>
<td>1.74</td>
<td>6.45</td>
<td>0.58</td>
<td>0.52</td>
<td>19.0</td>
<td>84</td>
</tr>
<tr>
<td>3</td>
<td>6.51</td>
<td>89.9</td>
<td>1.63</td>
<td>1.23</td>
<td>1.96</td>
<td>0.68</td>
<td>0.51</td>
<td>33.8</td>
<td>70</td>
</tr>
</tbody>
</table>

It can be seen that the effect of X-ray exposure on the Pb-arachidate film is twofold. On the one hand, a substantial degradation of the LB-film was observed due to X-ray exposure. The increasing Si2p and O1s intensities measured for state 2, as compared to state 1, indicate a pronounced decrease in the nominal film thickness of the substrate. This could be well demonstrated quantitatively using the XPS MultiQuant program. The original nominal film thickness (100 %) virtually decreased to 84 % after the first X-ray exposure, and to 70 % after the second exposure period.

The other X-ray induced damage phenomenon concerns the chemical state of Pb. Apart from the doublet peak of ionic Pb detected at 138.7 and 143.5 eV, a new doublet of another Pb component appeared at lower BE for the X-ray beam-damaged states 2 and 3 (Fig. 42). According to the \(BE = 136.5\) and 141.3 eV, this component can be assigned to Pb in reduced \((\text{Pb}^0)\) state. Following the first and second X-ray exposures, 11 and 25 %
of the total Pb content of the surface layer was transformed to this reduced, metallic state. The simultaneous alterations in the chemical composition also corroborated the above findings. Thus, the $I_{\text{Pb}^{2+}}/I_{\text{COO}}$ intensity ratios (having values close to the stoichiometric one of 0.5) showed that the Pb$^{2+}$ ions took part in the Pb-arachidate formation, while the reduced form of Pb was not coordinated to the arachidic acid resulting in unrealistic $I_{\text{Pb}^{\text{total}}}/I_{\text{COO}}$ ratios.

![Figure 42. Pb4f line of Pb-arachidate LB-film before (a) and after 60 min (b) X-ray irradiation [P3].](image)

6.3.5. Conclusions

- In case of Cd- and Pb-arachidate the LB-layers were found to be composed of the complete salt, MeA$_2$.
- The agreement between the measured photoelectron intensity values and the corresponding calculated values to the (Y-type) LB-layer model provides a proof for the development of Y-type structure.
- The observed layer thickness and tilt angle values of the arachidate molecules depend on the applied surface pressure at the preparation of LB-films.
- At prolonged X-ray exposure, reduction of Pb$^{2+}$ to Pb$^0$ was detected by XPS in the Pb-arachidate LB-films.
6.4. Surface Investigation of Zinc Ferrite Nanopowders Synthesised in Thermal Plasma

The spinel ferrites contain a close-packed cubic structure of oxygen ions in which tetrahedral (A) and octahedral (B) interstitial sites are occupied by cations [102]. Zinc ferrite belongs to the class of normal spinels, which presumably have a cation distribution of \((\text{Zn}^{2+})_A(\text{Fe}^{3+})_B(\text{O}^{2-})_4\). It is paramagnetic at room temperature. However, in special synthesis conditions (e.g., co-precipitation [103], rapid quenching [104] and mechanochemical activation [105]) some \(\text{Fe}^{3+}\) ions may occupy tetrahedral, as well as octahedral sites forming the inverse spinel structure. The strong superexchange among these sites results in an unusually high magnetisation as compared to normal spinels [104]. A direct correlation was found between particle size and saturation magnetization: the finer the particles were, the more saturation magnetization could be measured [106,107]. The relatively high magnetization of pure \(\text{Fe}_3\text{O}_4\) can be further increased by Zn substitution and the highest saturation magnetisation ever found in spinel ferrites can be measured for zinc ferrous ferrites \((\text{Zn}_x\text{Fe}_{3-x}\text{O}_4\text{)}\text{ where } x \leq 0.5)\) [108].

Radiofrequency thermal plasmas offer unique advantages for the synthesis of special ceramic powders due to the easily achievable high temperatures and energy densities. In addition, a high temperature gradient exists between the hot plasma flame and the surrounding gas phase. The resulting rapid quenching rate is favourable for producing fine particles with unstable structures in thermodynamic terms. In this chapter [P10] results on the thermal plasma synthesis of zinc ferrites and zinc ferrous ferrites are presented.

6.4.1. Phase Composition

Sample preparation conditions and results of XRD analysis are collected in Table 13. The XRD patterns of the heat-treated oxide mixture (900 °C, 6 h) show the formation of spinel phase. The calculated lattice parameter \((a)\) is equal to that of \(\text{ZnFe}_2\text{O}_4\) within the experimental error (Table 13, Sample 1). Contrary to the “conventional” synthesis, plasma treatment of the oxide mixture resulted in the formation of magnetite with the incorporation of a small amount of Zn only (Sample 2). The spinel composition was estimated by assuming the increase of lattice parameter due to Zn incorporation to be proportional with the Zn concentration. The calculated composition indicated the presence of about 0.1 mol of Zn in the spinel structure \((\text{Zn}_0.1\text{Fe}_{2.9}\text{O}_4)\). Particular ferrite probably formed through the condensation of oxide vapours. The small mean size of spinel grains \((D = 34 \text{ nm})\) supports this assumption.

Treatment of the hydroxide-precursor in air at 900 °C for 6 h resulted in the formation of \(\text{ZnFe}_2\text{O}_4\) phase (Table 2, Sample 3). The Fe:Zn molar ratio was 6:1 in the precursor powder. Hence, formation of \(\text{Fe}_2\text{O}_3\) could be attributed to the excess of iron. The thermal plasma treatment of co-precipitated hydroxides in argon atmosphere resulted in a spinel phase with an estimated composition of \(\text{Zn}_0.4\text{Fe}_{2.6}\text{O}_4\) (Sample 4). The product contained some \(\text{ZnO}\), as well. Spinel composition calculated from the cell parameter is very close to that of calculated from the Fe:Zn ratio of the precursor supposing a complete chemical transformation \((\text{Zn}_0.3\text{Fe}_{2.7}\text{O}_4)\).
Table 13. Methods of sample preparation and results of XRD measurements. Composition of spinel phase was estimated from the lattice parameter (a). The mean grain size (D) was calculated from the FWHM of XRD profiles [P10].

<table>
<thead>
<tr>
<th>Precursor</th>
<th>Fe:Zn molar ratio</th>
<th>Preparation method</th>
<th>Spinel phase</th>
<th>Other phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 oxides</td>
<td>2:1</td>
<td>900 °C, 6 h, air</td>
<td>a (Å) 8.439</td>
<td>ZnFe$_2$O$_4$ 100</td>
</tr>
<tr>
<td>2 oxides</td>
<td>2:1</td>
<td>plasma / Ar</td>
<td>a (Å) 8.400</td>
<td>Zn$<em>{0.1}$Fe$</em>{2.9}$O$_4$ 34 Fe$_2$O$_3$, ZnO</td>
</tr>
<tr>
<td>3 hydroxides</td>
<td>6:1</td>
<td>900 °C, 6 h, air</td>
<td>a (Å) 8.439</td>
<td>ZnFe$_2$O$_4$ 65 Fe$_2$O$_3$</td>
</tr>
<tr>
<td>4 hydroxides</td>
<td>6:1</td>
<td>plasma / Ar</td>
<td>a (Å) 8.415</td>
<td>Zn$<em>{0.4}$Fe$</em>{2.6}$O$_4$ 42 ZnO, FeO</td>
</tr>
<tr>
<td>5 hydroxides</td>
<td>6:1</td>
<td>plasma / Ar+air</td>
<td>a (Å) 8.438</td>
<td>ZnFe$_2$O$_4$ 47 Fe$_2$O$_3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a (Å) 8.393</td>
<td>Fe$_3$O$_4$ 62</td>
</tr>
</tbody>
</table>

SEM investigations showed similar mean grain sizes (D) to those calculated from the XRD profiles. Both Sample 3 (conventional technique) and Sample 4 (plasma treatment) consisted of fine particles that form agglomerates of 10-40 μm size. According to TEM micrographs, the particle size of plasma treated sample is in the range of 10-30 nm.

6.4.2. Surface Study

Surface structure of zinc-substituted spinels was extensively studied by low-energy ion scattering (LEIS) previously [103,111]. It was suggested that octahedral sites were exposed at the surface. Anantharaman [103] reported much more zinc on the surface of a high surface area ZnFe$_2$O$_4$ sample as compared to a sample prepared by ceramic processing. Thus, he concluded that some zinc occupied octahedral sites in the sample prepared by co-precipitation. This finding was confirmed by Mössbauer spectroscopy, as well. XPS, which gives information from more than one atomic layer on the surface, is not suitable to identify the inverse spinel structure from the surface zinc enrichment. Nevertheless, a significant chemical shift was measured between tetrahedrally and octahedrally coordinated Zn ions by XPS [112].

Bulk and surface chemical compositions of our samples differed significantly (Table 14). The XPS results indicated some surface enrichment of ZnO even in the sample prepared by conventional ceramic processing (Table 14, Sample 1). However, a much higher surface enrichment of ZnO was measured on the surface of plasma treated samples. To remove the unreacted ZnO from Sample 4 it was washed with diluted HCl solution. After washing ZnO molar ratio decreased both in the bulk and on the surface, but the S:B ratio still was 4:1. No significant chemical shift of the Zn 2p doublet could be measured in the samples. To explain the surface enrichment of Zn, we assumed spherical particles of zinc ferrite covered by a ZnO layer. Composition and size of these spherical grains were obtained from the XRD analysis (Table 13). Composition and thickness of ZnO layer was calculated by the XPS MultiQuant program from the XPS intensities. For the plasma treated hydroxide precursor (Sample 4), the high Zn surplus could be explained by a relatively thin (1.2 nm) ZnO layer covering the zinc ferrite particles. This layer thickness is equal to about six molecular layers of ZnO. In the case of sample prepared by conventional technique and for the acid treated sample a ZnO
layer thickness of 0.15 nm was calculated being less than one molecular layer. In particular cases, we suppose an inhomogeneous distribution of Zn inside the grains rather than a partial surface coverage.

**Table 14.** Surface (S) and bulk (B) molar ratios of ZnO related to Fe$_2$O$_3$ and calculated layer thickness (d) of ZnO [P10].

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe$_2$O$_3$ (mol)</th>
<th>ZnO (mol)</th>
<th>S</th>
<th>B</th>
<th>S / B</th>
<th>d (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>2.01</td>
<td>0.99</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>9.17</td>
<td>0.42</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>4.45</td>
<td>0.35</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 *</td>
<td>1.00</td>
<td>0.96</td>
<td>0.22</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* treated with a diluted HCl solution

Formation of inverse spinel structure due to special synthesis conditions is rather probably. However, other experimental techniques (e.g., magnetization measurements, Mössbauer spectroscopy) are needed to support this assumption.

**Figure 43.** The size and thickness of the ZnO layer of the zinc ferrite nanoparticles of samples 1 and 4 (* after washing with HCl).

### 6.4.3. Conclusions

Nanosized spinel phases of various compositions can be synthesized in an RF thermal plasma reactor in spite of the very short residence time of reagents in the hot plasma region. Iron and zinc containing precursors probably first atomise then vaporize near to the plasma flame. Spinels are forming during the condensation. This mechanism is supported by the fine (10-30 nm) particle size of powders produced. Conversion of the precursors was not complete in the plasma reactor. The quantity of unreacted compounds was smaller in the case of co-precipitated precursors. It stresses the importance of the grain size of precursors. Partial pressure of oxygen can easily be adjusted in the plasma reactor. Thus, zinc ferrous ferrites can also be synthesized in these conditions.
XPS analysis indicated a high surface enrichment of Zn in all plasma prepared samples. This finding can be explained by two reasons: (i) condensation of ZnO vapours onto the surface of the spinel grains during quenching and (ii) inhomogeneous distribution of zinc in the spinel particles.
7. Summary

X-ray Photoelectron Spectroscopy (XPS) is one of the most powerful surface analytical techniques capable to provide accurate qualitative, quantitative and chemical state information. Determination of the chemical state of elements on the surface is of great theoretical and practical interest. However, simultaneous application of the quantification and the chemical state determination will enhance the reliability of the results and help creating a consistent picture for the surface of the investigated material system.

Numerous quantification methods, models and data sets were published but usually only the simplest ones are built into the data systems used for routine work. The major purpose of this work was to enhance the quantitativeness of the evaluation of photoelectron spectra by developing a complex program package and to give a practical and universal tool to the surface scientist to produce reliable analytical results in most of the cases.

- The XPS MultiQuant program was developed based on two-decade experience to perform sophisticated quantitative calculations. The program can handle the classic “infinitely thick homogeneous sample” model, to calculate surface chemical composition, as well as the structured models to calculate thickness of overlayers. The program requires only the input of the integrated intensity values of the measured XPS lines. All necessary basic data, like theoretical and experimental cross sections, asymmetry parameters, line energy data, etc., are provided by the attached library. One of the basic features of the program is that all terms of the sensitivity factors (cross section, angular correction, IMFP correction, analyser transmission and contamination correction) can be selected independently and can be overridden manually. Wide range of built-in methods is offered providing accurate results. Calculation of several experiments can be performed simultaneously. Data and results can be stored, printed, charted and exported to other programs. The program is equipped with user-friendly interface and furnished with ample help facilities (online help, wizard, user’s manual).

This work presents a set of newly developed methods to enhance and extend the capabilities of the quantitative evaluation of photoelectron spectra, which are integrated into the XPS MultiQuant program.

- Most of the samples subjected to XPS analysis contain, unfortunately, some level of ubiquitous carbonaceous contamination, which affect the result of the quantification. A new correction method for surface contamination was developed where the correction factor is dynamic, being proportional to the concentration of the adventitious carbon. It was shown that the method can be applied in wide concentration range of surface contamination for variety of samples.

- Precise knowledge of the surface chemistry of powdered and fibrous samples is of major importance for many applications. Curved surfaces (spherical or cylindrical), covered by thin overlayers, frequently occur and are applied in the practice. Examples may include intentionally coated or contaminated powders and wires, etc. (e.g., for synthesising composite materials). Applying the common planar model to these surfaces leads to overestimated layer thickness values. A new quantification
model was developed to calculate the thickness of overlayers on spherical and cylindrical surfaces. The geometry correction factors for spherical and cylindrical surfaces were derived by applying pure geometric considerations.

During the past years, the author has applied the different kinds of quantitative evaluation methods of photoelectron spectra for a large number of material systems, including oxides, nitrides, metals, glasses, polymers, catalysts, etc. Selected examples illustrate the different fields of application of the quantitative X-ray photoelectron spectroscopy to emphasise the benefit of the complex evaluation.

- **Application of the homogeneous model** was illustrated by following the compositional as well as structural changes in the outermost layers of soda glass surfaces. The treated then silylated samples were tested and a surface model was proposed and verified by quantitative data. These results may contribute to elucidate problems concerning the preparation of ‘inert’ or ‘tailored’ glass surfaces for application in chromatographic glass capillary columns.

- The applicability of the **planar multilayer model** was demonstrated on metal arachidate Langmuir-Blodgett (LB) films with Pb$^{2+}$ and Cd$^{2+}$ cations and varying number of monomolecular layers. Both the extent of salt formation and the build-up of the LB layer were evaluated by quantitative XPS. The surface coverage of the glass substrate by the LB film was assessed by calculations based on a substrate-overlayer model using the XPS MultiQuant program.

- The **planar layer model** can be applied even in case of powder samples having lamelliform particles. As an example, aluminium hydroxide and magnesium hydroxide samples coated by zinc hydroxystannate (ZHS) have been studied by XPS. Analysis of data By XPS MultiQuant showed that the system can be described by a model, in which the substrate was covered by islands of ZHS, and on top covered by a uniformly thin carbonaceous contamination overlayer.

- The **model of spheres covered by overlayers** was applied to study the nanosized zinc ferrite spinel powders, produced in RF thermal plasma. The products were characterised for both bulk and surface chemical compositions, and phase conditions. The surface Zn enrichment determined by quantitative XPS is attributed to a thin ZnO layer on the surface of the zinc ferrite particles and, in addition, to an inhomogeneous distribution of Zn inside the grains.

In general, the presented examples all emphasize the necessity of the proper quantitative evaluation of photoelectron spectra. The complex approach, the consistent application of the chemical state determination and quantification allow to get a deeper insight into the studied material system.
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9. Theses

1. A new surface contamination correction method was developed where the correction factor is dynamic, being proportional to the concentration of the adventitious carbon. The method can be applied in wide concentration range of surface contamination for variety of samples.

2. A new quantification model was developed to calculate the thickness of overlayers on spherical and cylindrical surfaces. Applying the common planar model to these surfaces leads to overestimated layer thickness values. The geometry correction factors for spherical and cylindrical surfaces were derived by applying pure geometric considerations.

3. A complex program was developed to perform sophisticated quantitative evaluation of X-ray photoelectron spectra. The program can handle the classic “infinitely thick homogeneous sample” model as well as the structured models to calculate thickness of overlayers. Wide range of built-in methods and library of basic data are offered together with several independently controllable correction features providing accurate results. All newly developed features, like dynamic contamination correction, calculation of overlayer thickness on curved surfaces, presented in the dissertation are implemented.

4. Quantitative XPS measurements have confirmed that the acidic treatment of soda-lime glass leads to the complete depletion of alkali and alkali earth metals and also a partial depletion of Al to a depth far beyond the detection limit. The silylation of the etched surface can be quantitatively followed by the change of the chemical state of the constituents.

5. Quantitative XPS results show that the thickness of ZHS coatings on MH and ATH fillers is of the order of several nanometres. Thus, the applied coating method of MH or ATH by ZHS is a nanoscale method leading to enhanced ZHS dispersion. The suitability of the XPS MultiQuant program to determine layer thickness and coverage values for ZHS-coated inorganic fillers has been demonstrated.

6. Quantitative XPS measurements have verified that in case of Cd- and Pb-arachidate LB-layers the films were composed of the complete salt, \( \text{MeA}_2 \). The applied sublayer model has provided a proof for the development of Y-type structure. The observed layer thickness and tilt angle values of the arachidate molecules depend on the applied surface pressure applied during the preparation of LB-films.

7. Quantitative XPS analysis of nanosized zinc ferrite particles has indicated a high surface enrichment of Zn in all plasma prepared samples. For the plasma treated hydroxide precursor the high Zn surplus could be explained by a relatively thin (1.2 nm) ZnO layer covering the zinc ferrite particles. This finding can be explained by two reasons: condensation of ZnO vapours onto the surface of the spinel grains during quenching, and inhomogeneous distribution of zinc in the spinel particles.
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